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Series Editors’ Foreword

The series Advances in Industrial Control aims to report and encourage technology

transfer in control engineering. The rapid development of control technology has an

impact on all areas of the control discipline. New technology, new controllers, actu-

ators, sensors, new industrial processes, computer methods, new applications, new

philosophies..., new challenges. Much of this development work resides in industrial

reports, feasibility study papers, and the reports of advanced collaborative projects.

The series offers an opportunity for researchers to present an extended exposition of

such new work in all aspects of industrial control for wider and rapid dissemination.

When advances are made in industrial control technology, for example, sensors,

actuators, controllers, communications, and computing power, there are at least

three possible consequences for system control. The control engineering may de-

cide to use the new hardware to make an existing control system perform better.

Another possibility is that the new hardware advances make a proposed but pre-

viously impractical control method feasible. Alternatively, it may be necessary to

devise a completely new control technique in order to exploit the new hardware.

However, in many cases, it is often economically impossible to advance an aspect

of the system’s control hardware until there is a major upgrade of the system and

the industrial control engineer has to grapple with the limitations of the system as it

exists. (This is where control engineering science becomes an art!) Underactuated

marine vessels are a case in point. In most configurations, a vessel’s main actuators

are propellers and rudders, yet a marine vessel has six degrees of freedom in its mo-

tion, and the marine control engineer simply has to work with the control surfaces

and sensors available. One area that may advance control performance is the use of

better control designs, and recently control engineers have become more interested

in what nonlinear control might have to offer.

Researchers Khac Duc Do and Jie Pan have published a sequence of journal and

conference papers on new control algorithms for underactuated systems. Most of

this work has used models of marine systems (surface ships and underwater vehi-

cles), but some of the work has been with other mechanical system models (wheeled

mobile robots, vertical take-off and landing (VTOL) aircraft). Now they have taken

the opportunity to capture this research and development work in a monograph en-

ix



x Series Editors’ Foreword

titled Control of Ships and Underwater Vehicles: Design for Underactuated and

Nonlinear Marine Systems for the Advances in Industrial Control series. This will

enable industrial control engineers and control researchers to read and study a sys-

tematic presentation of their ideas and work. The book opens with chapters that

introduce the appropriate nonlinear control theory and marine vessel models used

in the research, proceeds to controller derivation and development, and finally de-

tails simulation results for a series of nonlinear control schemes devised for ma-

rine vessel control problems like point-to-point navigation and path-following. Also

presented are some field results of a laboratory-scale vessel on a local river. In one

chapter other applications fields are considered and the nonlinear control results for

a simple wheeled robots and a simple VTOL aircraft model are given. Each of the

applications chapters contains illustrative simulation studies and control results.

The monograph will interest control researchers, graduate students, and indus-

trial control engineers alike, particularly those involved in marine and wheeled

robotic motion control problems. The Series Editors, being based in Glasgow, Scot-

land, have always had an interest in marine control problems and have endeavoured

to ensure that the Advances in Industrial Control series has useful volumes from

this field of control application. Past volumes have included: Ship Motion Control

by Tristan Perez (ISBN 978-1-85233-959-3, 2005), Compressor Surge and Rotat-

ing Stall by Jan Tommy Gravdahl and Olav Egeland (ISBN 978-1-85233-067-5,

1998), and Robust Control of Diesel Ship Propulsion by Nikolaos Xiros (ISBN 978-

1-85233-543-4, 2002), and we are pleased to welcome this new volume, Control of

Ships and Underwater Vehicles into the series.

Industrial Control Center M.J. Grimble

Glasgow M.A. Johnson

Scotland, UK

2009



Preface

Control of ocean vessels including ships and underwater vehicles is an active field

due to its theoretical challenges and important applications such as passenger and

goods transportation, environmental surveying, undersea cable inspection, offshore

oil installations, and many others. Most ocean vessels are underactuated meaning

that they have more degrees of freedom to be controlled than the number of in-

dependent control inputs. Ships do not usually have an independent sway actuator

while for underwater vehicles there are often no independent sway and heave ac-

tuators. As a result, motion control of underactuated ocean vessels opened a new

territory in applied nonlinear control, and attracted special attention from both ma-

rine technology and control engineering communities.

If classical motion control systems designed for fully or overactuated vessels

are directly used on underactuated vessels, the resulting performance of controlled

systems is very poor or control objectives cannot be achieved. For example, the tra-

ditional approach, in which a combination of a conventional autopilot and a line-of-

sight algorithm is used to steer an underactuated ship from one point to another on a

straight line, does not impose on minimizing the lateral distance. Consequently, the

shortest traveling distance is not achieved. Another example is that underactuated

ocean vessels cannot be stabilized by any time-invariant continuous state feedback

controllers although they are open loop controllable. This fact resulted from a direct

application of the Brockett necessary condition to feedback stabilization of under-

actuated ocean vessels.

Inspired by progress in the field, we present this monograph on control of un-

deractuated ocean vessels including ships and underwater vehicles to senior and

postgraduate students, researchers and practitioners of marine technology, control

engineering, mechanical engineering, electrical engineering, and mechatronics. This

is the first book in the literature that offers various solutions to advanced feedback

control topics of practical importance including stabilization, trajectory-tracking,

path-tracking, and path-following for underactuated ocean vessels. In the control

development and stability analysis of the controlled systems, practical motivations

as well as nontrivial techniques are carefully detailed. The techniques presented in

xi
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the book can be readily applied to other underactuated mechanical systems such as

aircraft, spacecraft, mobile robots, and robot arms.
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Chapter 1

Introduction

The subject of this book is the application of nonlinear control theory to control

underactuated ocean vessels and to analyze stability of their controlled systems.

A vessel is said to be underactuated if it has more degrees of freedom to be

controlled than the number of independent control inputs. Many ocean ships are

equipped with propellers and rudders for surge and yaw motions only, but without

any actuators for direct control of their sway motion. The control of underactuated

ocean vessels has become an active area of research in recent years not only because

it poses many challenging questions in applied nonlinear control theory, but also

because of its practical importance.

This chapter starts with a brief review of the development in nonlinear control

theory and its applications. Next, difficulties in control of underactuated ocean ves-

sels are discussed. The chapter ends with a description of the organization of the

book.

1.1 Overview of Nonlinear Control Developments

Over the last two decades nonlinear control theory has received considerable re-

search effort and has undergone a period of significant progress. This is motivated

from the fact that real world problems are often inherently nonlinear. Conven-

tionally, control engineers studied a nonlinear system by using a linearized model

around selected operating points, and suitable techniques for linear control systems

founded on the basis of the superposition principle. A fundamental limitation of

this linearization approach is that stability and performance can only be guaranteed

in the neighborhood of the selected operating points. Consequently, studying non-

linear systems based on linear models is severely limited since real world systems

are usually required to operate over a large number of operating points. In addition,

many phenomena such as the existence of multiple equilibria or operating points,

periodic variation of state variables or limit cycles, finite escape time, and bifurca-

tions cannot be described or predicted by using linear models. The above-mentioned

1



2 1 Introduction

limitations led control researchers to directly study nonlinear systems. Moving from

linear to nonlinear systems, we are faced with a much more difficult situation. The

superposition principle no longer holds and analysis tools involve more advanced

mathematics. In addition, the separation principle does not hold for nonlinear sys-

tems in general.

Currently, the techniques that are available for nonlinear control system design

include linearization and gain-scheduling techniques, feedback linearization, cir-

cle Popov criteria, small-gain theorems, passivity, averaging, singular perturbation,

sliding mode control, Lyapunov design and redesign, backstepping and forward-

ing, adaptive control, input-to-state stability, integral input-to-state stability, and

differential geometric approaches. For details of the above-mentioned approaches,

the reader is referred to [1–10]. Nonlinear control methods are increasingly im-

plemented in practice with great success such as electrical motors, diesel engines,

ocean vessels, jet engine compressors and electromechanical systems. For some of

these applications, the reader is referred to [3, 11–15].

1.2 Difficulties in Control of Underactuated Ocean Vessels

The main difficulty in the control of an underactuated system is that the system has

more degrees of freedom (outputs) to be controlled than the number of independent

actuators (inputs). A direct application of the Brockett necessary condition indicates

that an underactuated system cannot be stabilized by any time-invariant continuous

state feedback controllers although it is open loop controllable. This topic is detailed

in Section 2.7.4. Moreover, if classical motion control systems designed for fully

or overactuated systems are directly used on the underactuated ones, the resulting

performance of the controlled systems is very poor or the control objectives cannot

be achieved. The above observations are also true for underactuated ocean vessels.

Below we illustrate the aforementioned difficulties through a simple example.

In Chapter 3, the equations of motion of an underactuated ocean vessel without

environmetal disturbances are given by (see (3.31)):

P� D J .�/v;

M Pv D �C .v/v �D.v/v �g.�/C�; (1.1)

where

� D Œx; y; z; �; �;  �T ;

v D Œu; v; w; p; q; r�T (1.2)

are the vectors of position/Euler angles and velocities, respectively. The matrices

M , C .v/, and D.v/ denote inertia, Coriolis, and damping, respectively, g.�/ is

the vector of gravitational/buoyancy forces, � 2 R
6 is the vector of the forces and

moments provided by the actuators. Depending on the vessel’s configuration, several
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elements of � are zero. For example, for the case where an underwater vehicle does

not have independent actuators in the heave and sway axes, the second and third

elements of � are zero. This gives an underactuated situation. We will show that an

underactuation causes serious problems for classical control design techniques.

We now assume that we want to design the control input vector � to force the

vector of position/Euler angles � to track a reference vector of position/Euler angles

�d with bounded P�d and R�d . As a standard application of the control design tech-

niques in [3, 6] for such a strict feedback system like (1.1), we define the tracking

error vector �e as

�e D ���d (1.3)

and differentiate �e twice along the solutions of the system (1.1) to obtain

R�e D PJ .�/v CJ .�/M �1

�

�C .v/v �D.v/v �g.�/C�
�

� R�d : (1.4)

Letting

PJ .�/v CJ .�/M �1

�

�C .v/v �D.v/v �g.�/C�
�

� R�d D �K1�e �K2 P�e ;

(1.5)

where K1 2 R
6�6 and K2 2 R

6�6 are positive definite symmetric control gain ma-

trices, results in

R�e D �K1�e �K2 P�e ; (1.6)

where P�e D J .�/v � P�d , which is globally exponentially stable (GES) at the origin.

We now need to solve (1.5) for � for implementation. From (1.5), we have

� D MJ �1.�/
�

�K1�e �K2 P�e � PJ .�/v C R�d

�

CC .v/v CD.v/v Cg.�/

WD � .�d ; P�d ; R�d ;�;v/: (1.7)

Let us assume that the actuators available are independent and assume that they

number mc , where mc < 6. Consequently we can propose a decomposition of � as:

H1. �a 2 R
6, where �a has zeros in the element positions identifying that there

are no actuator inputs and where �a contains the elements of � associated with

actuator locations.

H2. �na 2 R
6. This vector complements �a by having zeros in the locations

associated with actuator inputs and contains the elements of � in the locations

associated with no actuator inputs.

H3. Similarly, the vector � .�/ can also be decomposed into vectors �a.�/ and

�na.�/ according to the rules of schemes (H1) and (H2).

Thus, the computed control vector � can be decomposed as

� D �a C�na D �a.�/C�na.�/ 2 R
6 (1.8)
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and

�a D �a.�/ 2 R
6;

�na D �na.�/ 2 R
6: (1.9)

In practice the actuator configuration only allows �a to be implemented, and the

response of the vessel (system) will result from this input alone.

If the vessel response is given by �, where

� D H .�/; (1.10)

the full response would have been �full, where

�full D H .�/D H .�a C�na/; (1.11)

but the actual response is �partial, where

�partial D H .�a/D Hs.�ra/ (1.12)

and �a 2 R
6, �partial 2 R

6, H .�/ W R
6 ! R

6 but �ra is the mc vector of nonzero

actuator inputs, �ra 2 R
mc , and Hs.�/ is the reduced functional representation with

Hs W R
mc ! R

6.

Therefore the fully actuated vessel is represented by H .�/ and the underactuated

vessel is represented by Hs.�/. These two representations may have very different

properties. The implications of not being able to implement the control action �na,

and having a vessel whose representation is Hs.�/ are potentially:

1. Degraded performance achieved by �partial when compared to �full.

2. Total loss of performance and inability to meet the control objectives in any use-

ful way.

3. Loss of guaranteed properties like closed loop stability with possible catastrophic

system failure.

Ways to overcome these problems include:

1. Reduction of performance specification as a control objective that can be achieved

by �partial.

2. Modification of the control design procedure to accommodate the reduced de-

grees of freedom available for control.

3. Procedures to use the available actuators to minimize the deleterious effects

caused by not being able to implement the �na component.

4. The use of advanced control procedures like those described in this book.

5. The installation of additional actuators able to create access to effect and control

the missing degrees of freedom.
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1.3 Organization of the Book

The rest of the book is organized in 14 chapters, see Table 1.1. A brief summary of

each chapter is given below.

Chapter 2 presents mathematical tools like Lyapunov stability theory, Barbalat-

like lemmas, and the backstepping technique to be used in control design and sta-

bility analysis in the book.

Chapter 3 sets out the basic material that will be used in the subsequent chapters.

Basic motion control tasks for ocean vessels and modeling of vessels are given.

Chapter 4 presents control properties of ocean vessels. Then, the existing litera-

ture on the control of underactuated ocean vessels is reviewed. Through the review

of the previous work in the area of stabilization, trajectory-tracking, path-following,

and output feedback control of underactuated ocean vessels, challenging questions

are raised. These questions motivate contributions of the book to new solutions for

the motion control of underactuated ships and underwater vehicles.

Chapter 5 addresses the problem of trajectory-tracking control of underactuated

ships. These ships do not have independent actuators in the sway axis. The refer-

ence trajectory is generated by a suitable virtual ship. The control development is

based on an elegant coordinate transformation, Lyapunov’s direct method, and the

backstepping technique, and utilizes passivity properties of the ship dynamics and

their interconnected structure.

Chapter 6 examines the problem of designing a single controller that achieves sta-

bilization and trajectory-tracking simultaneously for underactuated ships. In com-

parison with the preceding chapter, a path approaching the origin and a set-point

can also be included in the reference trajectory, i.e., stabilization/regulation is also

considered. The control development is based on several special coordinate trans-

formations plus the techniques in the preceding chapter.

Chapter 7 presents global partial-state feedback and output feedback control

schemes for trajectory-tracking control of underactuated ships. For the case of

partial-state feedback, measurements of the ship sway and surge velocities are not

needed, while for the case of output feedback, no ship velocities are required for

feedback. Global nonlinear coordinate changes are introduced to transform the ship

dynamics to a system affine in ship velocities to design observers to globally ex-

ponentially estimate unmeasured velocities. These observers plus the techniques in

Chapters 5 and 6 facilitate the controllers’ development.

Chapter 8 deals with the problem of path-tracking control of underactuated ships.

In comparison with Chapters 5, 6, and 7, the requirement of the reference trajectory

generated by a suitable virtual ship is relaxed. Both full state feedback and output

feedback cases are considered. The control development is based on a series of

nontrivial coordinate transformations plus the techniques in the previous chapters.

Chapter 9 addresses the problem of way-point tracking control of underactuated

ships. Both full state feedback and output feedback controllers are designed. The

controllers in this chapter can be considered as an advanced version of the conven-

tional course-keeping controllers in the sense that in addition to maintaining the
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desired heading, both the sway displacement (lateral distance) and sway velocity

are controlled.

Chapter 10 develops full state feedback and output feedback controllers that force

underactuated ships to follow a predefined path. The control development is moti-

vated by an observation that it is practical to steer a vessel such that the vessel is

on the reference path and its total velocity is tangent to the reference path, and that

the vessel’s forward speed is controlled separately by the main thruster control sys-

tem. The techniques in the previous chapters plus the use of the Serret–Frenet frame

facilitate the results.

Chapter 11 presents a different approach from Chapter 10 to solve a path-

following problem for underactuated ships. Unlike in Chapter 10, here the control

development is based on the method of generating reference paths by the helmsman.

The path-following errors are first interpreted in polar coordinates, the techniques

used in the previous chapters are then used to design path-following controllers.

Interestingly, some situations of practical importance such as parking and point-

to-point navigation are covered in this chapter as a by-product of the developed

path-following system.

Chapter 12 addresses the problem of trajectory-tracking control of underactuated

underwater vehicles. These vehicles do not have independent actuators in the sway

and heave axes. The control development is built on the techniques developed for

underactuated ships in Chapters 5, 6, and 7. Due to complex dynamics of underwater

vehicles in comparison with that of the surface ships, the control design and stability

analysis require more complicated coordinate transformations and techniques than

those developed for underactuated ships in Chapters 5, 6, and 7.

Chapter 13 extends the results of Chapter 11 to the design of a path-following

control system for underactuated underwater vehicles. A series of path-following

strategies for the vehicles is first discussed. A practical approach is then chosen to

facilitate the control development. We also address the parking and point-to-point

navigation problems of the vehicles in this chapter.

Chapter 14 illustrates several applications of the observer and control design

techniques developed in the previous chapters to control of other underactuated me-

chanical systems, which are common in practice. These systems include mobile

robots and VTOL aircraft. For mobile robots, a global exponential observer is first

designed based on the observer design for underactuated ships in Chapter 7. Out-

put feedback simultaneous stabilization and trajectory-tracking and path-following

controllers are then developed using the control design techniques proposed for un-

deractuated ships in Chapters 5 and 10. For VTOL aircraft, the observer and control

design strategies used for underactuated ships in Chapters 5 and 6 are utilized to

design a global output feedback trajectory-tracking controller.

Finally, Chapter 15 concludes the book by briefly summarizing the main results

presented in the previous chapters and presenting related open problems for further

investigation.
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Part I

Mathematical Tools



Chapter 2

Mathematical Preliminaries

This chapter presents mathematical tools, which will be used in control design and

stability analysis in the subsequent chapters. Some standard theorems, lemmas and

corollaries, which are available in references, are sometimes given without a proof.

2.1 Lyapunov Stability

Stability theory is important in system theory and engineering. For a controlled

system to be usable in practice, the least requirement is that the system is stable

under unknown disturbances or noise. There are various types of stability prob-

lems that arise in the study of dynamical systems such as input–output stability,

Lyapunov stability, absolute stability and stability of periodic solutions. These sta-

bility concepts have been studied extensively over the last 100 years. For control

design and stability analysis in this book, Lyapunov stability plays an important

role for the following reasons. First, Lyapunov’s direct method uses an energy-like

function called the Lyapunov function to study the behaviors of dynamical systems

analytically. This function reflects physical properties of the systems under study.

Second, Lyapunov’s second method is applicable to both linear and nonlinear sys-

tems. Third, many results in input–output stability can be obtained directly using

Lyapunov stability theory. Lyapunov stability theory generally includes Lyapunov’s

first and second methods. The first method and the center manifold theory developed

later are techniques based on the lowest-order approximation around a given point

or a nominal trajectory. The stability results obtained using these two approximation

methods are inherently local, and the stability regions are hard to estimate and often

quite small. Since the objective of this book is to study nonlinear dynamics of ocean

vessels, we omit the aforementioned two approximation techniques. Our primary

interest is in stability based on Lyapunov’s second method for systems described by

ordinary differential equations.

This section is concerned with stability of equilibrium points in the sense of

Lyapunov. An equilibrium point is stable if all solutions starting at nearby points

11
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stay nearby; otherwise it is unstable. It is asymptotically stable if in addition, all

solutions tend to the equilibrium point as time approaches infinity. These notions

will be made mathematically rigorous in this section.

Consider the following nonautonomous system:

Px D f .t;x/; (2.1)

where f W Œ0;1/�D ! R
n is piecewise continuous in t and locally Lipschitz in x

on Œ0;1/�D and D � R
n is a domain that contains the origin x D 0.

2.1.1 Definitions

Definition 2.1. The origin x D 0 is the equilibrium point of (2.1) if

f .t;0/ D 0; 8 t � 0: (2.2)

Definition 2.2. A continuous function ˛ W Œ0;a/ ! R
C is said to belong to class K

if it is strictly increasing and ˛.0/ D 0. It is said to belong to class K1 if a D 1

and ˛.r/ ! 1 as r ! 1.

Definition 2.3. A continuous function ˇ W Œ0;a/ � R
C ! R

C is said to belong to

class KL if, for each fixed s, the mapping ˇ.r;s/ belongs to class K with respect

to r and, for each fixed r , the mapping ˇ.r;s/ is decreasing with respect to s and

ˇ.r;s/ ! 0 as s ! 1. It is said to belong to class KL1 if, in addition, for each

fixed s the mapping ˇ.r;s/ belongs to class K1 with respect to r .

Definition 2.4. The equilibrium point x D 0 of (2.1) is

1. stable if, for each " > 0, there is ı D ı."; t0/ > 0 such that

kx.t0/k < ı ) kx.t/k < "; 8t � t0 � 0; (2.3)

2. uniformly stable if, for each " > 0, there is ı D ı."/ > 0 independent of t0 such

that (2.3) is satisfied,

3. unstable if it is not stable,

4. asymptotically stable if it is stable and there is a positive constant c D c.t0/ such

that x.t/ ! 0 as t ! 1, for all kx.t0/k < c;

5. uniformly asymptotically stable if it is uniformly stable and there is a positive

constant c, independent of t0, such that for all kx.t0/k < c, x.t/ ! 0 as t ! 1,

uniformly in t0; that is, for each � > 0, there is T D T .�/ > 0 such that

kx.t/k < �; 8 t � t0 CT .�/; 8kx.t0/k < c; (2.4)

6. globally uniformly asymptotically stable (GUAS) if it is uniformly stable, ı."/

can be chosen to satisfy lim"!1 ı."/ D 1, and, for each pair of positive numbers

� and c, there is T D T .�;c/ > 0 such that
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kx.t/k < �; 8 t � t0 CT .�;c/; 8kx.t0/k < c: (2.5)

Definition 2.5. The equilibrium point x D 0 of (2.1) is exponentially stable if there

exist positive constants c, k, and � such that

kx.t/k � k kx.t0/ke��.t�t0/; 8 t � t0 � 0; 8 kx.t0/k < c (2.6)

and GES if (2.6) is satisfied for any initial state x.t0/.

Definition 2.6. The equilibrium point x D 0 of (2.1) is K-exponentially stable if

there exist positive constants c and � and a class K function ˛ such that

kx.t/k � ˛ .kx.t0/k/e��.t�t0/; 8 t � t0 � 0; 8 kx.t0/k < c (2.7)

and globally K-exponentially stable if (2.7) is satisfied for any initial state x.t0/:

Definition 2.7. The solutions of (2.1) are as follows:

1. Uniformly bounded if there exists a positive constant c, independent of t0 � 0,

and for every a 2 .0;c/, there is ˇ D ˇ.a/ > 0, independent of t0, such that

kx.t0/k � a ) kx.t/k � ˇ; 8t � t0: (2.8)

2. Globally uniformly bounded if (2.8) holds for an arbitrarily large a.

3. Uniformly ultimately bounded with ultimate bound b if there exist positive

constants b and c, independent of t0 � 0, and for every a 2 .0;c/ there is

T D T .a;b/ � 0, independent of t0, such that

kx.t0/k � a ) kx.t/k � b; 8t � t0 CT: (2.9)

4. Globally uniformly ultimately bounded if (2.9) holds for an arbitrarily large a.

2.1.2 Lemmas and Theorems

The following lemma provides equivalent definitions of uniform stability and uni-

form asymptotic stability by using class K and class KL functions.

Lemma 2.1. The equilibrium point x D 0 of (2.1) is

1. uniformly stable if and only if there exist a class K function ˛ and a positive

constant c, independent of t0, such that

kx.t/k � ˛ .kx.t0/k/ ; 8 t � t0 � 0; 8x.t0/
ˇ
ˇkx.t0/k < c; (2.10)

2. uniformly asymptotically stable if and only if there exist a class KL function ˇ

and a positive constant c, independent of t0, such that

kx.t/k � ˇ .kx.t0/k ; t � t0/ ; 8 t � t0 � 0; 8x.t0/
ˇ
ˇkx.t0/k < c; (2.11)
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3. GUAS if and only if inequality (2.11) is satisfied with ˇ 2 KL1 for any initial

state x.t0/.

Proof. See [6]. �

Lemma 2.2. Assume that d W R
n ! R

n satisfies

P

�
@d

@x

�

C

�
@d

@x

�T

P � 0; 8 x 2 R
n; (2.12)

where P D P T > 0. Then

.x �y/T P.d.x/�d.y// � 0; 8x; y 2 R
n: (2.13)

Proof. See [16]. �

Lemma 2.3. The following nonlinear interconnected system:

Px1 D f1.t;x1;x2/Cg1.t;x1;x2/u;

Px2 D f2.t;x1;x2/Cg2.t;x1;x2/u;
(2.14)

where xi 2 R; i D 1;2; fi .t;x1;x2/ are locally Lipschitz in xi and piecewise con-

tinuous in t; u 2 R is the control input, and g2.t;x1;x2/ ¤ 0; 8 t � 0; xi 2 R, can

be transformed to the following system

Pz1 D 
1.t;z1;x2/;

Px2 D 
2.t;z1;x2/C'2.t;z1;x2/u:
(2.15)

Proof. Define

z1 D x1 C�.t;x1;x2/; (2.16)

where �.t;x1;x2/ is to be determined. Differentiating both sides of (2.16) along the

solutions of (2.14) yields

Pz1 D

�
@�.t;x1;x2/

@x1

C1

�

f1.t;x1;x2/C

@�.t;x1;x2/

@x2

f2.t;x1;x2/C
@�.t;x1;x2/

@t
C (2.17)

��
@�.t;x1;x2/

@x1

C1

�

g1.t;x1;x2/C
@�.t;x1;x2/

@x2

g2.t;x1;x2/

�

u:

Now choosing the function �.t;x1;x2/ such that

�
@�.t;x1;x2/

@x1

C1

�

g1.t;x1;x2/C
@�.t;x1;x2/

@x2

g2.t;x1;x2/ D 0 (2.18)

results in (2.15), where the functions 
1.t;z1;x2/, 
2.t;z1;x2/, and '2.t;z1;x2/ are

defined as
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1.t;z1;x2/ WD

�
@�.t;x1;x2/

@x1

C1

�

f1.t;x1;x2/C

@�.t;x1;x2/

@x2

f2.t;x1;x2/C
@�.t;x1;x2/

@t
; (2.19)


2.t;z1;x2/ WD f2.t;x1;x2/; '2.t;z1;x2/ WD g2.t;x1;x2/;

with x1 being solved from (2.16) and substituted in. �

Remark 2.1.

1. The success of the above lemma depends on whether a solution to the partial

differential equation (2.18) can be found. Solving this partial differential equation

is difficult in general but might be possible in some specific cases such as the

vehicle systems in this book.

2. In some cases, designing a control input u for the transformed system (2.15) is

simpler than that for the original system (2.14).

The main Lyapunov stability theorem, which has a number of applications in

studying stability of (2.1), is given below.

Theorem 2.1. Let D D fx 2 R
n
ˇ
ˇkxk < rg and x D 0 be an equilibrium point of

(2.1). Let V W D � R
n ! R

C be a continuously differentiable function such that

8 t � 0; 8x 2 D,


1 .kxk/ � V.x; t/ � 
2 .kxk/ ;

@V

@t
C

@V

@x
f .t;x/ � �
3 .kxk/ : (2.20)

Then the equilibrium point x D 0 is

1. uniformly stable, if 
1 and 
2 are class K functions on Œ0;r/ and 
3 � 0 on Œ0;r/,

2. uniformly asymptotically stable, if 
1; 
2 and 
3 are class K functions on Œ0;r/,

3. exponentially stable if 
i .�/ D ki �
˛ on Œ0; r/ ; ki > 0; ˛ > 0; i D 1;2;3,

4. globally uniformly stable if D D R
n, 
1 and 
2 are class K1 functions, and


3 � 0 on R
C,

5. GUAS if D D R
n, 
1 and 
2 are class K1 functions, and 
3 is a class K function

on R
C,

6. GES, if D D R
n, 
i .�/ D ki �

˛ on R
C ; ki > 0; ˛ > 0; i D 1;2;3.

Proof. See [3]. �

Theorem 2.2. Let x D 0 be an equilibrium point of (2.1) and suppose that f is

locally Lipschitz in x and uniformly continuous in t . Let V W R
n � R

C ! R
C be a

continuously differentiable function such that


1 .kxk/ � V.x; t/ � 
2 .kxk/ ;

PV D
@V

@t
C

@V

@x
f .t;x/ � �W .x/ � 0; (2.21)
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for all t � 0 and x 2 R
n, where 
1 and 
2 are class K1 functions, and W is a

continuous function. Then all solutions of (2.1) are globally uniformly bounded and

satisfy

lim
t!1

W.x.t// D 0: (2.22)

In addition, if W.x/ is positive definite, then the equilibrium point x D 0 is GUAS.

Proof. See [3]. �

The following Lyapunov-like theorem is useful for showing uniform bounded-

ness and ultimate boundedness.

Theorem 2.3. Let V W Œ0;1/�D ! R be a continuously differentiable function and

D � R
n be a domain that contains the origin such that

˛1 .kxk/ � V.x; t/ � ˛2 .kxk/ ;

@V

@t
C

@V

@x
f .t;x/ � �W .x/; 8kxk � � > 0 (2.23)

for all t � 0 and x 2 D where ˛1 and ˛2 are class K functions, and W is a contin-

uous positive definite function. Take r > 0 such that Br � D and suppose that

� < ˛�1
2 .˛1.r//: (2.24)

Then, there exists a class KL function ˇ and for every initial state x.t0/, satisfying

kx.t0/k < ˛�1
2 .˛1.r//, there is T � 0 (dependent on x.t0/ and �/ such that the

solutions of (2.1) satisfies

kx.t/k � ˇ .kx.t0/k ; t � t0/ ; 8 t0 � t � t0 CT;

kx.t/k < ˛�1
1 .˛2.�//; 8 t � t0 CT: (2.25)

Moreover, if D D R
n and ˛1 belongs to class K1, then (2.25) holds for any initial

state x.t0/ with no restriction on how large � is.

Proof. See [6]. �

2.1.3 Stability of Cascade Systems

Consider the following cascade system:

Pz1 D f1.t;z1/Cg.t;z1;z2/z2;

Pz2 D f2.t;z2/;
(2.26)

where z1 2 R
n; z2 2 R

m; f1.t;z1/ is continuously differentiable in .t;z1/, and

f2.t;z2/ and g.t;z1;z2/ are continuous and locally Lipschitz in z2 and .z1;z2/,

respectively.
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If we set z2 D 0, then the first equation of (2.26) becomes Pz1 D f1.t;z1/. There-

fore we can view the first equation of (2.26) as the system

˝1 W Pz1 D f1.t;z1/; (2.27)

which is perturbed by the output of the system

˝2 W Pz2 D f2.t;z2/: (2.28)

Now assume that the systems ˝1 and ˝2 are asymptotically stable at the origin,

i.e., (2.27) and (2.28) yield limt!1 z1.t/ D 0 and limt!1 z2.t/ D 0, respectively.

Based on these assumptions, it is plausible to conclude that the system (2.26) is

asymptotically stable at the origin in general. In many cases, the solution z1.t/ of

the system (2.26) goes to infinity in finite time as can be seen from the simple

cascade system:

Pz1 D �k1z1 Cz2
1z2;

Pz2 D �k2z2;
(2.29)

where k1 and k2 are strictly positive constants. It is obvious that the subsystems

Pz1 D �k1z1 and Pz2 D �k2z2 are GES at the origin. It is straightforward to show

that the solution of (2.29) is

z1.t/ D
z1.t0/.k1 Ck2/

z1.t0/z2.t0/e�k2.t�t0/ C .k1 Ck2 �z1.t0/z2.t0//ek1.t�t0/
;

z2.t/ D z2.t0/e�k2.t�t0/: (2.30)

It can be seen from (2.30) that if z1.t0/z2.t0/ < k1 Ck2, then both z1.t/ and z2.t/

are bounded and converge exponentially to zero, respectively. If z1.t0/z2.t0/ D k1 C

k2, then z2.t/ is still bounded and converges exponentially to zero but z1.t/ tends

to infinity exponentially fast. If z1.t0/z2.t0/ > k1 Ck2, the situation is catastrophic,

that is z1.t/ tends to infinity when t ! t0 C tf with

tf D
1

k1 Ck2

ln

�
z1.t0/z2.t0/

z1.t0/z2.t0/� .k1 Ck2/

�

: (2.31)

The following theorem gives sufficient conditions of stability of the cascade

system (2.26) based on stability of (2.27) and (2.28), and the connected term

g.t;z1;z2/.

Theorem 2.4. Consider the following assumptions:

1. The systems (2.27) and (2.28) are both GUAS and we know explicitly a C 1 Lya-

punov function V.t;z1/, two class-K1 functions ˛1 and ˛2, a class-K function

˛4, and a positive semidefinite function W.z1/ such that

˛1 .kz1k/ � V.t;z1/ � ˛2 .kz1k/ ;

@V

@t
C

@V

@z1

f1.t;z1/ � �W.z1/;







@V

@z1






� ˛4 .kz1k/ : (2.32)
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2. For each fixed z2, there exists a continuous function � W R
C ! R

C such that

lim
s!1

�.s/ D 0;









@V

@z1

g.t;z1;z2/










� �.kz1k/W.z1/: (2.33)

3. There exist continuous functions � W R
C ! R

C and ˛5 W R
C ! R

C such that

kg.t;z1;z2/k � � .kz2k/˛5 .kz1k/ (2.34)

and a continuous nondecreasing function ˛6 W R
C ! R

C, and a nonnegative

constant a such that

˛6.s/ � ˛4

�

˛�1
1 .s/

�

˛5

�

˛�1
1 .s/

�

;

1Z

a

ds

˛6.s/
D 1: (2.35)

4. For each r > 0, there exist constants � > 0 and � > 0 such that for all t � 0 and

all kz2k < r









@V

@z1

g.t;z1;z2/










� �W.z1/;8kz1k � �: (2.36)

5. There exists a class K function � such that the solution z2.t/ of (2.28) satisfies

1Z

t0

kz2.t/kdt � � .kz2.t0/k/ : (2.37)

Then we can conclude that if

� Assumptions 1 and 2, or

� Assumptions 1, 3 and 4, or

� Assumptions 1, 3 and 5

hold then the cascade system (2.26) is GUAS.

Proof. See [17]. �

2.2 Input-to-state Stability

Definition 2.8. The system

Px D f .t;x;u/; (2.38)

where f is piecewise continuous in t and locally Lipschitz in x and u, is said to be

input-to-state stable (ISS) if there exist a class KL function ˇ and a class K function
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 , such that, for any x.t0/ and for any input u.�/ continuous and bounded on Œ0;1/,

the solution exists for all t � t0 � 0 and satisfies

kx.t/k � ˇ .kx.t0/k ; t � t0/C


�

sup
t0���t

ku.�/k

�

: (2.39)

The following theorem establishes the equivalence between the existence of a

Lyapunov-like function and the input-to-state stability.

Theorem 2.5. Suppose that for the system (2.38) there exists a C 1 function

V W R
C �R

n ! R
C such that for all x 2 R

n and u 2 R
m,


1.kxk/ � V.t;x/ � 
2.kxk/;

kxk � �.kuk/ )
@V

@t
C

@V

@x
f .t;x;u/ � �
3.kxk/; (2.40)

where 
1; 
2, and � are class K1 functions and 
3 is a class-K function. Then the

system (2.38) is ISS with 
 D 
�1
1 ı
2 ı�.

Proof. If x.t0/ is in the set

Rt0 D
˚

x 2 R
n
ˇ
ˇkxk � �

�

supku.�/k��t0

��

; (2.41)

then x.t/ remains within the set

St0 D
˚

x 2 R
n
ˇ
ˇkxk � 
�1

1 ı
2 ı�
�

supku.�/k��t0

��

; (2.42)

for all t � t0. Define B D Œt0; T / as the time interval before x.t/ enters Rt0 for the

first time. In view of the definition of Rt0 we have

PV � �
3 ı
�1
2 .V /; 8t 2 B: (2.43)

Then, there exists a class-KL function ˇv such that V.t/ � ˇv.V .t0/; t � t0/; 8t 2

B , which implies

kx.t/k � 
�1
1 .ˇv.
2.kx.t0/k; t � t0// WD ˇ.kx.t0/k; t � t0/; 8t 2 B: (2.44)

On the other hand, by (2.42), we conclude that

kx.t/k � 
�1
1 ı
2 ı�.supku.�/k��t0/ WD 
.supku.�/k��t0/; (2.45)

for all t 2 Œt0;1�nB . Then by (2.44) and (2.45),

kx.t/k � ˇ.kx.t0/k; t � t0/C 
.supku.�/k��t0/; 8t � t0 � 0: (2.46)

By causality, we have

kx.t/k � ˇ.kx.t0/k; t � t0/C 
.supku.�/kt0���t /; 8t � t0 � 0: (2.47)
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A function V satisfying conditions (2.40) is called an ISS Lyapunov function. �

2.3 Control Lyapunov Functions

This section presents an extension of the Lyapunov function concept, which is a

useful tool to design an adaptive controller for nonlinear systems. Assuming that

the problem is to design a feedback control law ˛.x/ for the time-invariant system:

Px D f .x;u/; x 2 R
n; u 2 R; f .0;0/ D 0; (2.48)

such that the equilibrium x D 0 of the closed loop system:

Px D f .x;˛.x// (2.49)

is globally asymptotically stable (GAS). We can take a function V.x/ as a Lyapunov

candidate function, and require that its derivative along the solutions of (2.49) satisfy
PV .x/ � �W.x/, where W.x/ is a positive definite function. We therefore need to

find ˛.x/ to guarantee that for all x 2 R
n such that

@V.x/

@x
f .x;˛.x// � �W.x/: (2.50)

This is a difficult problem. A stabilizing control law for (2.48) may exist but we

may fail to satisfy (2.50) because of a poor choice of V.x/ and W.x/. A system for

which a good choice of V.x/ and W.x/ exists is said to possess a control Lyapunov

function (CLF). For systems affine in the control:

Px D f .x/Cg.x/u; f .0/ D 0; (2.51)

the CLF inequality (2.50) becomes

@V

@x
f .x/C

@V

@x
g.x/˛.x/ � �W.x/: (2.52)

If V.x/ is a CLF for (2.51), then a particular stabilizing control law ˛.x/, smooth

for all x ¤ 0, is given by

u D ˛.x/ D

8

ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

�

@V

@x
f .x/C

s
�

@V

@x
f .x/

�2

C

�
@V

@x
g.x/

�4

@V

@x
g.x/

;
@V

@x
g.x/ ¤ 0;

0;
@V

@x
g.x/ D 0:

(2.53)



2.4 Backstepping 21

It should be noted that (2.52) can be satisfied only if

@V

@x
g.x/ D 0 )

@V

@x
f .x/ < 0; 8x ¤ 0 (2.54)

and that in this case (2.53) gives

W.x/ D

s
�

@V

@x
f

�2

C

�
@V

@x
g

�4

> 0; 8x ¤ 0: (2.55)

The main drawback of the CLF concept as a design tool is that for most nonlinear

systems a CLF is not known. The task of finding an appropriate CLF may be as

complex as that of designing a stabilizing feedback law. The backstepping technique

[3] presented in the next section gives a constructive way to construct an appropriate

CLF for various systems.

2.4 Backstepping

Assumption 2.1. Consider the system

Px D f .x/Cg.x/u; f .0/ D 0; (2.56)

where x 2 R
n is the state and u 2 R is the control input. There exist a continuously

differentiable feedback control law

u D ˛.x/; ˛.0/ D 0 (2.57)

and a smooth, positive definite, radially unbounded function V W R
n ! R such that

@V

@x
Œf .x/Cg.x/˛.x/� � �W.x/ � 0;8x 2 R

n; (2.58)

where W W R
n ! R is positive semidefinite.

It should be noted that under this assumption, the control law (2.57) applied to the

system (2.56) guarantees global boundedness of x.t ), and the regulation of W.x/ W

limt!1 W.x/ D 0. If W.x/ is positive definite, the control law (2.57) renders the

global asymptotic stable equilibrium of (2.56).

Theorem 2.6. Let the system (2.56) be augmented by an integrator:

Px D f .x/Cg.x/�;
P� D u;

(2.59)

and suppose that the first equation of (2.59) satisfies Assumption 2.1 with � as its

control.
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1. If W.x/ is positive definite then

Va D V.x/C
1

2
Œ� �˛.x/�2 (2.60)

is a CLF for the system (2.59), that is, there exists a feedback control law u D

˛a.x;�/, which renders x D 0; � D 0 the GAS equilibrium of (2.59). One such

control law choice is

u D �c.� �˛.x//C
@˛

@x
Œf .x/Cg.x/���

@V

@x
g.x/; c > 0: (2.61)

2. If W.x/ is only positive semidefinite, then there exists a feedback control law

that renders PVa � �Wa.x;�/ � 0, such that Wa.x;�/ > 0 whenever W.x/ > 0 or

� ¤ ˛.x/. This guarantees global boundedness and convergence of Œx.t/ �.t/�T

to the largest invariant set Ma contained in the set

Ea D

��

x

�

�

2 R
nC1 jW.x/ D 0; � D ˛.x/

�

:

Proof. We only prove the first part of the theorem. Proof of the second part is trivial.

Introducing an error variable

z D � �˛.x/ (2.62)

and differentiating with respect to time, (2.59) can be written as

Px D f .x/Cg.x/Œ˛.x/Cz�;

Pz D u�
@˛

@x
Œf .x/Cg.x/.˛.x/Cz/� : (2.63)

Using (2.58), the first time derivative of (2.60) along the solutions of (2.63) satisfies

PVa � �W.x/Cz

�

u�
@˛

@x
.f .x/Cg.x/.˛.x/Cz//C

@V

@x
g.x/

�

: (2.64)

Any control law, such as (2.61), which renders PVa � �Wa.x;�/ � �W.x/, with Wa

positive definite in z, guarantees global boundedness of x and z, and regulation of

W.x/ and z.t/. �

Corollary 2.1. Let the system (2.56) satisfy Assumption 2.1 with ˛.x/ D ˛0.x/ be-

ing augmented by a chain of k integrators so that u is replaced by �1, the state of

the last integrator in the chain is

Px D f .x/Cg.x/�1;
P�1 D �2;

:::
P�k�1 D �k ;
P�k D u:

(2.65)
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For this system, repeated application of Theorem 2.6 with �1; : : : ; �k as virtual con-

trols, results in the Lyapunov function

Va.x;�1; : : : ; �k/ D V.x/C
1

2

k
X

iD1

Œ�i �˛i�1.x;�1; : : : ; �i�1/�2 : (2.66)

Any choice of feedback control which renders PVa � �Wa.x;�1; : : : ; �k/ � 0, with

Wa.x;�1; : : : ; �k/ D 0 only if W.x/ D 0 and �i ¤ ˛i�1.x;�1; : : : ; �i�1/, i D 1; : : : ;k,

guarantees that
�

xT .t/; �1.t/; : : : ; �k.t/
�T

is globally bounded and converges to the

largest invariant set Ma contained in the set

Ea D

�h

xT ; �1; : : : ; �k

iT

2 R
nCk

ˇ
ˇ
ˇW.x/ D 0; �i D ˛i�1.x;�1; : : : ; �i�1/

�

for all i D 1; : : : ;k. Furthermore, if W.x/ is positive definite, that is, if x D 0 can

be rendered GAS through �1, then (2.66) is a CLF for (2.65) and the equilibrium

x D 0;�1 D 0; : : : ; �k D 0 can be rendered GAS through u.

Proof. See [3]. �

2.5 Stabilization Under Uncertainties

The power of adaptive control is exhibited in the presence of uncertain nonlinearities

and unknown parameters. Such uncertainties in linear systems make the control

design procedure difficult and become more serious in control of nonlinear systems.

For nonlinear systems, the states can easily escape to infinity in a finite time. The

following theorem introduces the use of a term in the control law called nonlinear

damping to stabilize the system (2.56) in the presence of disturbance.

Theorem 2.7. Consider the system (2.56) satisfying Assumption 2.1 which is per-

turbed as

Px D f .x/Cg.x/
h

uC'.x/T �.x;u; t/
i

; (2.67)

where '.x/ is a .p �1/ vector of known smooth nonlinear functions, and �.x;u; t/

is a .p � 1/ vector of uncertain nonlinearities, which are uniformly bounded for all

values of x, u, and t . If Assumption 2.1 satisfies with W.x/ being positive definite

and radially unbounded, then the control

u D ˛.x/�k
@V

@x
.x/g.x/k'.x/k2 ; k > 0; (2.68)

when applied to the system (2.67) renders the closed loop system ISS with respect to

the disturbance input �.x;u; t/ and hence guarantees global uniform boundedness

of x.t/ and convergence to the residual set
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R D

(

x W kxk � 
�1
1 ı
2 ı
�1

3

 

k�k2
1

4k

!)

; (2.69)

where 
1; 
2; 
3 are class K1 functions such that


1.kxk/ � V.x/ � 
2.kxk/;


3.kxk/ � W.x/: (2.70)

Proof. By using (2.68) and (2.70), the first time derivative of V.x/ is

PV D
@V

@x
Œf Cgu�C

@V

@x
g'T �

D
@V

@x
Œf Cg˛��k

�
@V

@x
g

�2

k'k2 C
@V

@x
g'T �

� �W.x/�k

�
@V

@x
g

�2

k'k2 C
@V

@x
g'T � (2.71)

� �W.x/�k

�
@V

@x
g

�2

k'k2 C










@V

@x
g










k'kk�k1 � �W.x/C
k�k2

1

4k
:

From (2.71), it follows that PV is negative whenever W.x/ �
k�k2

1

4k
. Combining this

with the second equation of (2.70), we conclude that

kx.t/k > 
�1
3

 

k�k2
1

4k

!

) PV < 0: (2.72)

This means that if kx.0/k � 
�1
3

�
k�k2

1

4k

�

, then

V.x.t// � 
2 ı
�1
3

 

k�k2
1

4k

!

; (2.73)

which implies that

kx.t/k � 
�1
1 ı
2 ı
�1

3

 

k�k2
1

4k

!

: (2.74)

If, on the other hand, kx.0/k � 
�1
3

�
k�k2

1

4k

�

, then V.x/ � V.x.0//, which implies

kx.t/k � 
�1
1 ı
2 .kx.0/k/: (2.75)

Combining (2.74) and (2.75) leads to global uniform boundedness of x.t/:

kxk1 � max

(


�1
1 ı
2 ı
�1

3

 

k�k2
1

4k

!

; 
�1
1 ı
2.kx.0/k/

)

; (2.76)
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while (2.72) and the first equation of (2.70) prove the convergence of x.t/ to the

residual set defined in (2.69). �

Combining the above theorem with Theorem 2.6 leads to the following corollary.

Corollary 2.2. Consider the following system

Px D f .x/Cg.x/uCF.x/�1.x;u; t/; (2.77)

where x 2 R
n; u 2 R; F .x/ is an .n � q/ matrix of known smooth nonlinear func-

tions, and �1.x;u; t/ is a .q � 1/ vector of uncertain nonlinearities, which is uni-

formly bounded for all values of x, u and t. Suppose that there exists a feedback

control law u D ˛.x/ that renders x.t/ globally uniformly bounded, and that this is

established via positive definite and radially unbounded functions V.x/, W.x/, and

a constant b such that

@V

@x
Œf .x/Cg.x/˛.x/CF.x/�1.x;u; t/� � �W.x/Cb: (2.78)

Now consider the augmented system

Px D f .x/Cg.x/� CF.x/�1.x;u; t/;

P� D uC'T .x;�/�2.x;�;u; t/;
(2.79)

where '.x;�/ is a .p�1/ vector of known smooth nonlinear functions, �2.x;u;�; t/

is a .p � 1/ vector of uncertain nonlinearities, which are uniformly bounded for all

values of x, u, � and t . For this system, the feedback control law

u D �c.� �˛.x//C
@˛

@x
Œf .x/Cg.x/���

@V

@x
g.x/�k.� �˛.x//

(

k'.x;�/k2 C










@˛

@x
F.x/










2
)

(2.80)

guarantees global uniform boundedness of x.t/ and �.t/ with any c > 0 and k > 0.

Proof. See [3]. �

2.6 Barbalat-like Lemmas

This section presents lemmas that are useful in investigating the convergence of

time-varying systems.

Lemma 2.4. (Barbalat’s lemma) Consider the function � W R
C ! R. If � is uni-

formly continuous and limt!1

tR

0

�.�/d� exists and is finite, then
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lim
t!1

�.t/ D 0: (2.81)

Proof. See [6]. �

Lemma 2.5. Assume that a nonnegative scalar differentiable function f .t/ enjoys

the following conditions

1:

ˇ
ˇ
ˇ
ˇ

d

dt
f .t/

ˇ
ˇ
ˇ
ˇ
� k1f .t/;

2:

Z 1

0

f .t/dt � k2 (2.82)

for all t � 0, where k1 and k2 are positive constants, then limt!1 f .t/ D 0.

Proof. Integrating both sides of 1) in (2.82) gives

f .t/ � f .0/Ck1

Z t

0

f .s/ds � f .0/Ck1k2;

f .t/ � f .0/�k1

Z t

0

f .s/ds � f .0/�k1k2: (2.83)

These inequalities imply that f .t/ is a uniform bounded function. From (2.83) and

the second condition in (2.82), we have that f .t/ is also bounded on the half axis

Œ0;1�, i.e., f .t/ � k3 with k3 a positive constant. Hence
ˇ
ˇ d

dt
f .t/

ˇ
ˇ� k1k3. Now as-

sume that limt!1 f .t/ ¤ 0. Then there exists a sequence of points ti and a positive

constant � such that f .ti / � �; ti ! 1; i ! 1; jti � ti�1j > 2�=.k1k3/ and more-

over f .s/ � �=2; s 2 Li D Œti � �=.2k1k3/; ti C �=.2k1k3/�. Since the segments Li

and Lj do not intersect for any i and j with i ¤ j , we have

Z 1

0

f .t/dt �

Z T

0

f .t/dt �
X

ti �T

Z

Li

f .t/dt �
�

2

�

k1k3

M.T / (2.84)

where M.T / is the number of points ti not exceeding T. Since limT !1 M.T / D 1,

the integral
R1

0
f .t/dt is divergent. This contradicts Condition 2 in (2.82). This

contradiction proves the lemma. �

Remark 2.2. Lemma 2.5 is different from Barbalat’s lemma 2.4. While Barbalat’s

lemma assumes that f .t/ is uniformly continuous, Lemma 2.5 assumes that j d
dt

f .t/j

is bounded by k1f .t/.

Lemma 2.6. Consider a scalar system

Px D �cx Cp.t/; (2.85)

where c > 0 and p.t/ is a bounded and uniformly continuous function. If, for any

initial time t0 � 0 and any initial condition x.t0/, the solution x.t/ is bounded and

converges to 0 as t ! 1, then
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lim
t!1

p.t/ D 0: (2.86)

Proof. See [18]. �

Lemma 2.7. Consider a first-order differential equation of the form

Px D �.a.t/Cf1.�.t///x Cf2.�.t//; (2.87)

where f1 and f2 are continuous functions, and � W Œ0;1/ ! R
m is a time-varying

vector-valued signal that exponentially converges to zero and, for all t � t0 � 0,

satisfies

jfi .�.t//j � 
i .k�.t0/k/e��i .t�t0/; (2.88)

where �i > 0; i D 1;2 and 
i are class-K functions. If a.t/ enjoys the property that

there is a constant �3 such that

t2Z

t1

a.�/d� � �3.t2 � t1/; 8t2 � t1 � 0; (2.89)

then there exist a class-K function 
 and a constant � > 0 such that

jx.t/j � 
 .k.x.t0/;�.t0//k/e��.t�t0/: (2.90)

Proof. See [19]. �

2.7 Controllability and Observability

2.7.1 Controllability and Observability of Linear Time-invariant

Systems

This section deals with the controllability and observability properties of systems

described by linear time-invariant state-space representations. In particular, consider

a linear and time-invariant system defined by the state–space representation:

Px.t/ D Ax.t/CBu.t/;

y.t/ D C x.t/CDu.t/; (2.91)

where A has n distinct eigenvalues �1;�2; : : : ;�n, which define the poles and the

corresponding modes e�i t .
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2.7.1.1 Controllability

Conditions for controllability of the system (2.91) are given in the following lem-

mas.

Lemma 2.8. The system (2.91) is controllable if and only if any one of the following

(equivalent) conditions holds:

1. The controllability matrix

Cc WD ŒB; AB; : : : ;An�1
B� (2.92)

has full rank n.

2. The n rows of eAt
B, where eAt represents the unique state transition matrix of

the system, are linearly independent over the real field R for all t .

3. The controllability Grammian

Gc.t0; tf / WD

Z tf

t0

e�A�
BB

T e�AT � d� (2.93)

is nonsingular for all tf > t0.

4. The n � .n C m/ matrix Œ�I �A;B� has rank n at all eigenvalues �i of A or

equivalently, �I �A and B are left comprime polynomial matrices.

Proof. See [20], Chapter 8. �

Since the solution to the system (2.91) is given by

x.t/ D eA.t�t0/x.t0/C

Z t

t0

eA.t��/
Bu.�/d�; (2.94)

it follows that the controllability Grammian-based control input

u.t/ D B
T e�AT t

Gc
�1.t0; tf /

�

e�Atf x.tf /� e�At0x.t0/
�

(2.95)

transfers any initial state x.t0/ to any arbitrarily chosen final state x.tf / at any

arbitrary tf > 0. This observation is consistent with the more traditional definition

of controllability.

2.7.1.2 Observability

Conditions for observability of the system (2.91) are given in the following lemmas.

Lemma 2.9. The system (2.91) is observable if and only if any one of the following

(equivalent) conditions holds:

1. The observability matrix
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Co WD

2

6
6
6
4

C

CA

:::

CA
n�1

3

7
7
7
5

(2.96)

has full rank n.

2. The n columns of C eAt , where eAt represents the unique state transition matrix

of the system, are linearly independent over the real field R for all t .

3. The observability Grammian

Go.t0; tf / WD

Z tf

t0

eAT �
C

T
C eA� d� (2.97)

is nonsingular for all tf > t0.

4. The .n C p/ � n matrix

�

�I �A

C

�

has rank n at all eigenvalues �i of A or

equivalently �I �A and C are right comprime polynomial matrices.

Proof. See [20], Chapter 8. �

If the system (2.91) is observable, it then follows that the system initial state can

be determined by

x.t0/ D eAt0Go
�1.t0; tf /eAT t0

Z tf

t0

eAT .t�t0/
C

T f .t/dt; (2.98)

where

f .t/ WD y.t/�C

Z t

t0

eA.t��/
Bu.�/d� �Du.t/: (2.99)

This observation is consistent with the more traditional definition of observability.

2.7.2 Controllability and Observability of Linear Time-varying

Systems

This section deals with controllability and observability properties of the following

n-dimensional linear time-varying system

Px.t/ D A.t/x.t/CB.t/u.t/;

y.t/ D C .t/x.t/CD.t/u.t/: (2.100)

We assume that the matrices A.t/, B.t/, C .t/, and D.t/ are at least continuous

functions of t .
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2.7.2.1 Controllability

The system (2.100) is said to be controllable on the interval Œt0; tf �, where tf >

t0 � 0, if for any states x0 and xf , a continuous input u.t/ exists that drives the

system to the state x.tf / D xf at time t D tf starting from the state x.t0/ D x0

at time t D t0. Conditions for controllability of the system (2.100) are given in the

following lemma:

Lemma 2.10. Assuming that the matrix A.t/ is n �2 times differentiable and B.t/

is n � 1 times differentiable, a sufficient condition for the system (2.100) to be con-

trollable on the interval Œt0; tf � is that the following matrix has rank n for at least

one t 2 Œt0; tf �:

K .t/ D ŒK0.t/ K1.t/ : : : Kn�1.t/�; (2.101)

where Ki , i D 1; : : : ;n�1 are defined by

K0.t/ D B.t/;

Ki .t/ D �A.t/Ki�1.t/C PKi�1.t/: (2.102)

Moreover, if the matrix K .t/ has rank n for all t 2 Œt0; tf �, then the system (2.100)

is uniformly controllable on the interval Œt0; tf �.

Proof. See [20], Chapter 25. �

2.7.2.2 Observability

Now suppose that the control input is zero, i.e., the system (2.100) is given by

Px.t/ D A.t/x.t/;

y.t/ D C .t/x.t/: (2.103)

The system (2.103) is said to be observable on the interval Œt0; tf � if any initial state

x.t0/ D x0 can be determined from the output y.t/ for t 2 Œt0; tf �. Conditions for

observability of the system (2.103) are given in the following lemma.

Lemma 2.11. Assuming that the matrix A.t/ is n �2 times differentiable and B.t/

is n � 1 times differentiable, a sufficient condition for the system (2.100) to be ob-

servable on the interval Œt0; tf � is that the following matrix has rank n for at least

one t 2 Œt0; tf �

L.t/ D

2

6
6
6
4

L0.t/

L1.t/
:::

Ln�1.t/

3

7
7
7
5

; (2.104)

where Li , i D 1; : : : ;n�1 are defined by
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L0.t/ D C .t/;

Li .t/ D Li�1.t/A.t/C PLi�1.t/: (2.105)

Moreover, if the matrix L.t/ has rank n for all t 2 Œt0; tf �, then the system (2.100) is

uniformly observable on the interval Œt0; tf �.

Proof. See [20], Chapter 25. �

2.7.3 Controllability and Observability of Nonlinear Systems

2.7.3.1 Controllability

This subsection deals with controllability of the following nonlinear system

Px D f .x/C

m
X

iD1

gi .x/ui ; x 2 ˝x � R
n; (2.106)

where u D Œu1; u2; :::;um�T 2 ˝u � R
m is the input vector. The system (2.106) is

controllable if there exists an admissible input vector u.t/ such that the state x.t/

can travel from an initial point x.t0/ D x0 2 ˝x to x.tf / 2 ˝x within a finite time

interval T D tf � t0. The controllability reveals whether the control system has a

set of “healthy” input channels through which the input can excite the states effec-

tively to reach the destination xf . Based on this interpretation, the controllability

of (2.106) should clearly depend on the function forms of all f .x/ and gi .x/. The

controllability of the nonlinear system (2.106) is based on a useful mathematical

concept called Lie algebra, which is defined as follows.

Definition 2.9. A Lie algebra over the real field R or the complex field C is a vector

space G for which a bilinear map .X;Y / ! ŒX;Y � is defined from G�G ! G such

that

1. ŒX;Y � D �ŒY;X�; X; Y 2 G;

2. ŒX; ŒY;Z��C ŒY; ŒZ;X��C ŒZ; ŒX;Y �� D 0 for X;Y;Z 2 G:

According to this definition, a Lie algebra is a vector space where an operator Œ:; :�

is installed. Such a general operator, conventionally called a Lie bracket, can be de-

fined arbitrarily as long as it satisfies the preceding two specified conditions simulta-

neously. The first condition is often called a skew symmetric relation and obviously

implies that ŒX;X� D 0. The second condition is called the Jacobi identity, which

reveals a closed loop cyclic relation among any three elements in a Lie algebra.

Let us now define a special Lie algebra E that collects all n-dimensional differ-

entiable vector fields in R
n along with a commutative derivative relation: For any

two vector fields f and g 2 R
n, which are functions of x 2 R

n,
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Œf;g� D
@g

@x
f �

@f

@x
g: (2.107)

It can be immediately shown that this Lie bracket satisfies the two conditions of a

Lie algebra.

To extend the above Lie bracket between two vector fields to higher order deriva-

tives, a more compact notation may be defined based on an adjoint operator, that is,

Œf;g� D adf g. This new notation treats the Lie bracket Œf;g� as vector field g op-

erated on by an adjoint operator adf D Œf; :�. Therefore, for an n-order Lie bracket

.n > 1/, one can simply write

Œf; :::
„ƒ‚…

n

Œf;g� :::
„ƒ‚…

n

� D adn
f g:

For a general control system given by (2.106), we now specifically define a con-

trol Lie algebra Ec , which is spanned by all up to order .n�1/ Lie brackets among

f and g1 through gm as

Ec D spanfg1; :::;gm;adf g1; :::;adf gm; :::;adn�1
f g1; :::;adn�1

f gmg: (2.108)

With the control Lie algebra concept, we can show that the following theorem is

true and is also a general effective testing criterion for system controllability.

Theorem 2.8. The control system (2.106) is controllable if and only if dim.Ec/ D

dim.˝x/ D n.

Proof. See [2]. �

Note that because each element in Ec is a function of x, the dimension of Ec may

be different from one point to another. Thus, if the preceding condition of dimension

is valid only in a neighborhood of a point in ˝x � R
n, we say that the system (2.106)

is locally controllable. On the other hand, if the condition of dimension can cover all

of region ˝x , then it is globally controllable. Moreover, it is not hard to show that

Theorem 2.8 covers the controllability condition for a linear time-invariant system

(2.91).

2.7.3.2 Observability

We address the observability for the following nonlinear system

Px D f .x/;

y D h.x/; (2.109)

where y 2 ˝y � R
p is the output vector. This system is said to be observable if for

each pair of distinct states x1 and x2, the corresponding outputs y1 and y2 are also

distinguishable. Clearly, the observability can be interpreted as a testing criterion

to check whether the entire system has sufficient output channels to measure (or
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observe) each internal state change. Intuitively, the observability should depend on

the function forms of both f .x/ and h.x/.

We now introduce a Lie derivative, which is virtually a directional derivative for

a scalar field �.x/, with x 2 R
n along the direction of an n-dimensional vector field

f .x/. The mathematical expression is given as

Lf �.x/ D
@�.x/

@x
f .x/: (2.110)

Since
@�.x/

@x
is a 1 � n gradient vector of the scalar �.x/ and the norm of a gradient

vector represents the maximum rate of function value changes, the product of the

gradient and the vector field f .x/ in (2.109) becomes the directional derivative of

�.x/ along f .x/. Therefore, the Lie derivative of a scalar field defined by (2.110) is

also a scalar field.

If each component of a vector field h.x/ 2 R
p is considered to take a Lie deriva-

tive along f .x/ 2 R
n, then all components can be acted on concurrently and the

result is a vector field that has the same dimension as h.x/; its i th element is the Lie

derivative of the i th component of h.x/. Namely, if h.x/ D Œh1.x/; :::;hp.x/�T and

each component hi .x/; i D 1; :::;p is a scalar field, then the Lie derivative of the

vector field h.x/ is defined as

Lf h.x/ D

2

6
4

Lf h1.x/
:::

Lf hp.x/

3

7
5 : (2.111)

With the Lie derivative concept, we now define an observation space ˝o over R
n as

˝o D spanfh.x/;Lf h.x/; :::;Ln�1
f h.x/g: (2.112)

In other words, this space is spanned by all up to order .n�1/ Lie derivatives of the

output function h.x/. Then, we further define an observability distribution, denoted

by d˝o, which collects the “gradient” vector of every component in ˝o. Namely,

d˝o D span

�
@�

@x

ˇ
ˇ
ˇ� 2 ˝o

�

: (2.113)

With these definitions, we can present the following theorem for testing the ob-

servability.

Theorem 2.9. The system (2.109) is observable if and only if dim.d˝o/ D n.

Proof. See [2]. �

Similarly to the controllability case, this testing criterion also has locally observ-

able and globally observable cases, depending on whether the condition of dimen-

sion in the theorem is valid only in a neighborhood of a point or over the entire state

region.
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2.7.4 Brockett’s Theorem on Feedback Stabilization

The following theorem, which is due to Brockett [21], gives a necessary condition

for the existence of a stabilizing control law for the system

Px D f .x;u/ (2.114)

at an equilibrium point x0 with x being the state and u being the control input.

Theorem 2.10. Let the system (2.114) be given with f .x0;0/ D 0 and f .�; �/ con-

tinuously differentiable in a neighborhood of .x0;0/. A necessary condition for the

existence of a continuously differentiable control law that makes .x0;0/ asymptoti-

cally stable is that

1. the linearized system should have no uncontrollable modes associated with

eigenvalues whose real part is positive,

2. there exists a neighborhood ˝ of .x0;0/ such that for each � 2 ˝ there exists

a control u�.�/ defined on Œ0;1/ such that this control steers the solution of

Px D f .x;u�/ from x D � at t D 0 to x D x0 at t D 1,

3. the mapping


 W A�R
m ! R

n

defined by 
 W .x;u/ ! f .x;u/ should be onto an open set containing 0.

Proof. See [21]. �

Remark 2.3. If the system (2.114) is of the form

Px D f .x/C

m
X

iD1

ui gi .x/I x.t/ 2 ˝ � R
n; (2.115)

then condition 3 of Theorem 2.10 implies that the stabilization problem cannot have

a solution if there is a smooth distribution D containing f .�/ and g1.�/; : : : ;gm.�/

with dim D < n. One further special case: If the system (2.114) is of the form

Px D

m
X

iD1

ui gi .x/I x.t/ 2 ˝ � R
n (2.116)

with the vectors gi .x/ being linearly independent at x0, then there exists a solution

to the stabilization problem if and only if m D n. In this case, we must have as many

control parameters as we have dimensions of x.

2.8 Conclusions

This chapter briefly provides the fundamental tools that will be used for control de-

sign and stability analysis of underactuated vehicles in the coming chapters. The
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interested reader is referred to [3–6, 22–24] for a detailed and comprehensive cov-

erage of the topics discussed in this chapter.



Part II

Modeling and Control Properties of Ocean
Vessels



Chapter 3

Modeling of Ocean Vessels

In this chapter, we classify the basic motion tasks for ocean vessels and their math-

ematical models, which will be used for the design of various control systems in the

subsequent chapters.

3.1 Introduction

In automatic control, feedback improves system performance by allowing the suc-

cessful completion of a task even in the presence of external disturbances and initial

errors, and inaccuracy of the system parameters. To this end, real-time sensor mea-

surements are used to reconstruct the vehicle state. Throughout this study, the latter

is assumed to be available at every instant, as provided by local/global position and

orientation measurement sensors. In some cases, we also assume that the vehicle

velocities are measurable or constructible from position measurements.

We will concentrate on the case of a vessel workspace free of obstacles. In fact,

we implicitly consider the vessel controller to be embedded in a hierarchical ar-

chitecture in which a higher-level planner solves the obstacle avoidance problem

and provides a series of motion goals to the lower control layer. In this perspective,

the controller deals with the basic issue of converting ideal plans into actual mo-

tion execution. The nonholonomic nature of the ocean vessels is related to the fact

that the vessel does not usually have independent actuators in the sway and heave

axes. This implies the presence of a nonintegrable set of second-order differential

constraints on the configuration variables. While these nonholonomic constraints

reduce the instantaneous motions that the vessel can perform, they still allow almost

global controllability in the configuration space. This feature leads to some chal-

lenging problems in the synthesis of feedback controllers, which parallel the new

research issues arising in nonholonomic motion planning. Indeed, the ocean vessel

application has triggered the search for innovative types of feedback controllers that

can be used also for more general nonlinear systems that describe the motion of

39
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more complicated vessel systems such as ocean vessels and air vehicles working in

a group.

3.2 Basic Motion Tasks

In order to derive the most suitable feedback controllers for each case, it is conve-

nient to classify the possible motion tasks as follows:

� Point-to-point motion: The vessel must reach a desired goal configuration start-

ing from a given initial configuration, see Figure 3.1a.

� Path-following: The vessel must reach and follow a geometric reference path in

the Cartesian space starting from a given initial configuration (on or off the path),

see Figure 3.1b.

� Trajectory-tracking and path-tracking: The vessel must reach and follow a ref-

erence trajectory/path in the Cartesian space (i.e., a geometric path with an as-

sociated timing law) starting from a given initial configuration (on or off the

trajectory/path), see Figure 3.1c. Trajectory-tracking is referred to as the case

where the reference trajectory is generated by a suitable virtual vessel whereas

the reference path is not required to be generated by a virtual vessel for the path-

tracking.

The above tasks for an ocean vessel are sketched in Figure 3.1. Execution of these

tasks can be achieved using either feedforward commands, or feedback control, or

a combination of the two. Indeed, feedback solutions exhibit an intrinsic degree of

robustness.

Using a more control-oriented terminology, the point-to-point motion task is a

stabilization problem for a (equilibrium) point in the vessel state space. When us-

ing a feedback strategy, the point-to-point motion task leads to a state regulation

control problem for a point in the vessel state space. Posture stabilization is another

frequently used term. Without loss of generality, the goal can be taken as the ori-

gin of the n-dimensional vessel configuration space. Contrary to the usual situation,

trajectory-tracking, path-tracking, and path-following are easier than regulation for

a nonholonomic vessel. An intuitive explanation of this can be given in terms of a

comparison between the number of controlled variables (outputs) and the number

of control inputs. For the ship or underwater vehicle moving in a horizontal plane,

two input commands are available while three variables (position and orientation)

are needed to determine its configuration. Thus, regulation of the surface ship or

the underwater vehicle in a horizontal position to a desired configuration implies

zeroing three independent configuration errors.

In the path-following task, the controller is given a geometric description of the

assigned Cartesian path. This information is usually available in a parameterized

form expressing the desired motion in terms of a path parameter, which may be in

particular the arc length along the path. For this task, time dependence is not relevant

because one is concerned only with the geometric displacement between the vessel
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Figure 3.1 Basic motion tasks for an ocean vessel

and the path. In this context, the time evolution of the path parameter is usually free

and, accordingly, the command inputs can be arbitrarily scaled with respect to time

without changing the resulting vessel path. It is then customary to set the vessel

forward velocity (one of the inputs) to an arbitrary constant or time-varying value,

leaving the other input variables for control. The path-following problem is thus

rephrased as the stabilization to zero of a suitable scalar path error function using

only the rest of the control inputs.

In the trajectory-tracking and path-tracking tasks, the vessel must follow the

desired Cartesian path with a specified timing law. Although the reference trajec-

tory/path can be split into a parameterized geometric path and a timing law for the

parameter, such separation is not strictly necessary. Often, it is simpler to specify

the workspace trajectory as the desired time evolution for the position of some rep-

resentative point of the vessel. The trajectory-tracking and path-tracking problems

consist then in the stabilization to zero of the Cartesian errors using all the available

control inputs.

The point stabilization problem can be formulated in a local or in a global sense,

the latter meaning that we allow for initial configurations that are arbitrarily far

from the destination. The same is true also for path-following, trajectory-tracking,

and path-tracking, although locality has two different meanings in these tasks. For
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path-following, a local solution means that the controller works properly, provided

that we start sufficiently close to the path; for trajectory-tracking and path-tracking,

closeness should be evaluated with respect to the current position of the reference

vessel and a current reference point, which moves on the reference path with a spec-

ified time law, on the reference path, respectively. The amount of information that

should be provided by a high-level motion planner varies for each control task. In

point-to-point motion, information is reduced to a minimum (i.e., the goal configu-

ration only) when a globally stabilizing feedback control solution is available. How-

ever, if the initial error is large, such a control may produce erratic behavior and/or

large control effort, which are unacceptable in practice. On the other hand, a local

feedback solution requires the definition of intermediate subgoals at the task plan-

ning level in order to get closer to the final desired configuration. For the other mo-

tion tasks, the planner should provide a path that is kinematically feasible (namely,

that complies with the nonholonomic constraints of the specific vessel), so as to

allow its perfect execution in nominal conditions. While for a fully or overactuated

vessel in which any path is feasible, some degree of geometric smoothness is in gen-

eral required for nonholonomic vessels. Nevertheless, the intrinsic feedback struc-

ture of the driving commands enables it to recover transient errors due to isolated

path discontinuities. Note also that the infeasibility arising from a lack of continuity

in some higher-order derivative of the path may be overcome by appropriate motion

timing. For example, paths with discontinuous curvature (like the Reeds and Shepp

optimal paths under maximum curvature constraint) can be executed by choosing an

appropriate point on the vessel provided that the vessel is allowed to stop, whereas

paths with discontinuous tangent are not feasible. In this analysis, the selection of

the vessel representative point for path/trajectory planning is critical. The timing

profile is the additional item needed in trajectory-tracking and path-tracking control

tasks. This information is seldom provided by current motion planners, also because

the actual dynamics of the specific vessel are typically neglected at this level. The

above example suggests that it may be reasonable at the planning stage to enforce

requirements such as “move slower where the path curvature is higher”.

3.3 Modeling of Ocean Vessels

Modeling of the ocean vessels is usually based on mechanics, principles of statics

and dynamics. Statics is concerned with the equilibrium of bodies at rest or mov-

ing with a constant velocity. Dynamics deals with bodies having accelerated mo-

tion resulting from disturbances or/and control forces. Since we are interested in a

mathematical model of the ocean vessels for the purpose of designing the control

systems, this section focuses on dynamics of the vessels rather than statics. The fol-

lowing briefly presents the ocean vessel equations of motion based on the results

in [11]. The resulting nonlinear model presented in this section is mainly intended

for designing control systems in the next chapters. For a detailed and comprehensive

derivation of the model, the reader is referred to [11,12,25]. The physical and control
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properties of the model are also presented for control design and stability analysis.

In this section, we use the notation, see Table 3.1 and Figure 3.2, that complies with

the Society of Naval Architects and Marine Engineers (SNAME) [26].
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Figure 3.2 Motion variables for an ocean vessel

For an ocean vessel moving in six degrees of freedom, six independent coordi-

nates are required to determine its position and orientation. The first three coordi-

nates .x;y;z/ and their first time derivatives correspond to the position and transla-

tional motion along the x-, y- and z-axes, while the last three coordinates .�;�; /

and their first time derivatives describe orientation and rotational motion.

Table 3.1 SNAME Notation for ocean vessels

Degree of freedom Force and Linear and Position and

moment angular velocity Euler angles

1 Surge X u x
2 Sway Y v y
3 Heave Z w z
4 Roll K p �
5 Pitch M q �
6 Yaw N r  

According to SNAME, the six different motion components are defined as surge,

sway, heave, roll, pitch, and yaw. To determine the equations of motion, two refer-

ence frames are considered: the inertial or fixed to earth frame OEXEYEZE that

may be taken to coincide with the vessel fixed coordinates in some initial condi-

tion and the body-fixed frame ObXbYbZb see Figure 3.2. Since the motion of the

Earth hardly affects ocean vessels (different from air vehicles), the earth-fixed frame

OEXEYEZE can be considered to be inertial. For ocean vessels in general, the
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most commonly adopted position for the body-fixed frame is such that it gives hull

symmetry about theObXbZb-plane and approximate symmetry about theObYbZb-

plane. In this sense, the body axesObXb ,ObYb , andObZb coincide with the princi-

pal axes of inertia and are usually defined as follows: ObXb is the longitudinal axis

(directed from aft to fore); ObYb is the transverse axis (directed to starboard); and

ObZb is normal axis (directed from top to bottom. Based on the notion in Table 3.1,

the general motion of an ocean vessel can be described by the following vectors:

� D Œ�1 �2�
T ; �1 D Œx y z�T ; �2 D Œ� �  �T ;

v D Œv1 v2�
T ; v1 D Œu v w�T ; v2 D Œp q r�T ;

� D Œ�1 �2�
T ; �1 D ŒX Y Z�T ; �2 D ŒK M N�T ;

where � denotes the position and orientation vector with coordinates in the earth-

fixed frame, v denotes the linear and angular velocity vector with coordinates in the

body-fixed frame, and � denotes the forces and moments acting on the vessel in the

body-fixed frame.

In deriving equations of motion of the ocean vessels, we divide the study of

vessel dynamics into two parts kinematics, which treats only geometrical aspects of

motion, and kinetics, which is the analysis of the forces resulting in the motion.

3.3.1 Kinematics

The first time derivative of the position vector �1 is related to the linear velocity

vector v1 via the following transformation:

P�1 D J1.�2/v1; (3.1)

where J1.�2/ is a transformation matrix, which is related through the functions of

the Euler angles: roll .�/, pitch .�/, and yaw . /. This matrix is given by

J1.�2/D

2

4

cos. /cos.�/ �sin. /cos.�/C sin.�/sin.�/cos. /

sin. /cos.�/ cos. /cos.�/C sin.�/sin.�/sin. /

�sin.�/ sin.�/cos.�/

sin. /sin.�/C sin.�/cos. /cos.�/

�cos. /sin.�/C sin.�/sin. /cos.�/

cos.�/cos.�/

3

5 : (3.2)

It is noted that the matrix J1.�2/ is globally invertible since J �1

1
.�2/D J T

1
.�2/.

On the other hand, the first time derivative of the Euler angle vector �2 is related

to the body-fixed velocity vector v2 through the following transformation:

P�2 D J2.�2/v2; (3.3)
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where the transformation matrix J2.�2/ is given by

J2.�2/D

2

4

1 sin.�/ tan.�/ cos.�/ tan.�/

0 cos.�/ �sin.�/

0 sin.�/=cos.�/ cos.�/=cos.�/

3

5 : (3.4)

Note that the transformation matrix J2.�2/ is singular at � D ˙�
2

. However, during

practical operations ocean vessels are not likely to enter the neighborhood of � D

˙�
2

because of the metacentric restoring forces. For the case where it is essential to

consider a region containing � D ˙�
2

, a four-parameter description based on Euler

parameters can be used instead. The interested reader is referred to [12] for more

details. Combining (3.1) and (3.3) results in the kinematics of the ocean vessels:

�

P�1

P�2

�

D

�

J1.�2/ 03�3

03�3 J2.�2/

��

v1

v2

�

, P� D J .�/v: (3.5)

3.3.2 Kinetics

3.3.2.1 Rigid Body Equations of Motion

Let us define the following vectors:

� fOb D ŒX Y Z�T : force decomposed in the body-fixed frame.

� mOb D ŒK M N�T : moment decomposed in the body-fixed frame.

� vOb D Œu v w�T : linear velocity decomposed in the body-fixed frame.

� !E
Ob

D Œp q r�T : angular velocity of the body-fixed frame relative to the earth-

fixed frame.

� rOb D Œxg yg zg �
T : vector from Ob to CG (center of gravity of the vessel) de-

composed in the body-fixed frame.

By the Newton–Euler formulation for a rigid body with a mass of m, we have the

following balancing forces and moments:

mŒ PvOb C P!EOb �rOb C!EOb �vOb C!EOb � .!EOb �rOb/�D fOb;

Io P!EOb C!EOb �Io!
E
Ob CmrOb � . PvOb C!EOb �vOb/D mOb; (3.6)

where Io is the inertia matrix about Ob defined by

Io D

2

4

Ix �Ixy �Ixz
�Iyx Iy �Iyz
�Izx �Izy Iz

3

5 : (3.7)

Here Ix , Iy , and Iz are the moments of inertia about the ObXb , ObYb , and ObZb
axes, and Ixy D Iyx , Ixz D Izx , and Iyz D Izy are the products of inertia. These

quantities are defined as
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Ix D

Z

V

.y2Cz2/�mdV; Ixy D

Z

V

xy�mdV;

Iy D

Z

V

.x2Cz2/�mdV; Ixz D

Z

V

xz�mdV; (3.8)

Iz D

Z

V

.x2Cy2/�mdV; Izy D

Z

V

zy�mdV;

where �m and V are, respectively, the mass density and the volume of the rigid body.

Substituting the definitions of fOb , mOb , vOb , !E
Ob

, and rOb into (3.6) results in

the following equations of motion of a rigid body:

MRB Pv CCRB.v/v D �RB ; (3.9)

where v D Œu v w p q r�T is the generalized velocity vector decomposed in the

body-fixed frame, �RB D ŒX Y Z K M N�T is the generalized vector of external

forces and moments, the rigid body system inertia matrix MRB is given by

MRB D

2

6

6

6

6

6

6

4

m 0 0 0 mzg �myg
0 m 0 �mzg 0 mxg
0 0 m myg �mxg 0

0 �mzg myg Ix �Ixy �Ixz
mzg 0 �mxg �Iyx Iy �Iyz

�myg mxg 0 �Izx �Izy Iz

3

7

7

7

7

7

7

5

; (3.10)

and the rigid body Coriolis and centripetal matrix CRB.v/ is given by

CRB.v/D

2

6

6

6

6

6

6

4

0 0 0

0 0 0

0 0 0

�m.ygqCzgr/ m.ygpCw/ m.zgp�v/

m.xgq�w/ �m.zgrCxgp/ m.zgqCu/

m.xgrCv/ m.ygr �u/ �m.xgpCygq/

m.ygqCzgr/ �m.xgq�w/ �m.xgrCv/

�m.ygpCw/ m.zgrCxgp/ �m.ygr �u/

�m.zgp�v/ �m.zgqCu/ m.xgpCygq/

0 �Iyzq�IxzpCIzr IyzrCIxyp�Iyq

IyzqCIxzp�Izr 0 �Ixzr �IxyqCIxp

�Iyzr �IxypCIyq IxzrCIxyq�Ixp 0

3

7

7

7

7

7

7

5

:

(3.11)

The generalized external force and moment vector, �RB , is a sum of hydrody-

namic force and moment vector �H , external disturbance force and moment vector

�E , and propulsion force and moment vector �. Each of these vectors is detailed in

the following sections.
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3.3.2.2 Hydrodynamic Forces and Moments

In hydrodynamics, it is usually assumed that the hydrodynamic forces and moments

on a rigid body can be linearly superimposed, see [27]. The hydrodynamic forces

and moments are forces and moments on the body when the body is forced to os-

cillate with the wave excitation frequency and there are no incident waves. These

forces and moments can be identified as the sum of three components: (1) added

mass due to the inertia of the surrounding fluid, (2) radiation-induced potential

damping due to the energy carried away by generated surface waves, and (3) restor-

ing forces due to Archimedian forces (weight and buoyancy). The hydrodynamic

force and moment vector �H is given by

�H D �MA Pv �CA.v/v �D.v/v �g.�/; (3.12)

where MA is the added mass matrix, CA.v/ is the hydrodynamic Coriolis and cen-

tripetal matrix, D.v/ is the damping matrix, and g.�/ is the position and orientation

depending vector of restoring forces and moments.

The added mass matrix MA is given by

MA D �

2

6

6

6

6

6

6

4

X Pu X Pv X Pw X Pp X Pq X Pr

Y Pu Y Pv Y Pw Y Pp Y Pq Y Pr

Z Pu Z Pv Z Pw Z Pp Z Pq Z Pr

K Pu K Pv K Pw K Pp K Pq K Pr

M Pu M Pv M Pw M Pp M Pq M Pr

N Pu N Pv N Pw N Pp N Pq N Pr

3

7

7

7

7

7

7

5

; (3.13)

where the SNAME notation has been used. For example, the hydrodynamic added

mass force Y along the y-axis due to an acceleration Pu in the x-direction is written

as

Y D �Y Pu Pu; Y Pu WD
@Y

@ Pu
: (3.14)

The hydrodynamic Coriolis and centripetal matrix is given by

CA.v/D

2

6

6

6

6

6

6

4

0 0 0 0 �a3 a2
0 0 0 a3 0 �a1
0 0 0 �a2 a1 0

0 �a3 a2 0 �b3 b2
a3 0 �a1 b3 0 �b1

�a2 a1 0 �b2 b1 0

3

7

7

7

7

7

7

5

; (3.15)

where

a1 DX PuuCX PvvCX PwwCX PppCX PqqCX Prr;

a2 D Y PuuCY PvvCY PwwCY PppCY PqqCY Prr;

a3 DZ PuuCZ PvvCZ PwwCZ PppCZ PqqCZ Prr;

b1 DK PuuCK PvvCK PwwCK PppCK PqqCK Prr;
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b2 DM PuuCM PvvCM PwwCM PppCM PqqCM Prr;

b3 DN PuuCN PvvCN PwwCN PppCN PqqCN Prr: (3.16)

In general, hydrodynamic damping for ocean vessels is mainly caused by po-

tential damping, skin friction, wave drift damping, and damping due to vortex shed-

ding. It is difficult to give a general expression of the hydrodynamic damping matrix

D.v/. However, it is common to write the hydrodynamic damping matrix D.v/ as

D.v/D D CDn.v/: (3.17)

Here the linear damping matrix D is given by

D D �

2

6

6

6

6

6

6

4

Xu Xv Xw Xp Xq Xr
Yu Yv Yw Yp Yq Yr
Zu Zv Zw Zp Zq Zr
Ku Kv Kw Kp Kq Kr
Mu Mv Mw Mp Mq Mr

Nu Nv Nw Np Nq Nr

3

7

7

7

7

7

7

5

: (3.18)

The nonlinear damping matrix Dn.v/ is usually modeled by using a third-order Tay-

lor series expansion or modulus functions (quadratic drag). If the xz-plane is a plane

of symmetry (starboard/port symmetry) an odd Taylor series expansion containing

first-order and third-order terms in velocity can be sufficient to describe most ma-

noeuvres. An approximate expression of each of this matrices will be given in the

next section when specific vessels are considered.

3.3.2.3 Restoring Forces and Moments

In this section, a model for g.�/ is described. Let r be the volume of fluid displaced

by the vessel, g the acceleration of gravity (positive downwards), and � the water

density. The submerged weight of the body and buoyancy force are defined as

W Dmg;

B D �gr: (3.19)

With the above definition, the restoring force and moment vector g.�/ is due to

gravity and buoyancy forces, and is given by

g.�/D

2

6

6

6

6

6

6

4

.W �B/sin.�/

�.W �B/cos.�/sin.�/

�.W �B/cos.�/cos.�/

�.ygW �ybB/cos.�/cos.�/C .zgW �zbB/cos.�/sin.�/

.zgW �zbB/sin.�/C .xgW �xbB/cos.�/cos.�/

�.xgW �xbB/cos.�/sin.�/� .ygW �ybB/sin.�/

3

7

7

7

7

7

7

5

; (3.20)
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where .xb; yb; zb/ denote coordinates of the center of buoyancy.

3.3.2.4 Environmental Disturbances

In this section, we detail the vector, �E , of forces and moments induced by envi-

ronmental disturbances including ocean currents, waves (wind generated) and wind,

i.e., we can write

�E D �cu

E
C�wa

E
C�wi

E
; (3.21)

where �cu

E
, �wa

E
, and �wi

E
are vectors of forces and moments induced by ocean

currents, waves and wind, respectively.

Current-induced Forces and Moments

The vector �cu

E
of the current-induced forces and moments is given by

�cu

E
D .MRB CMA/ Pvc CC .vr/vr �C .v/v CD.vr/vr �D.v/v; (3.22)

where vr D v �vc and vc D Œuc ;vc ;wc ;0;0;0�
T is a vector of irrotational body-

fixed current velocities. Let the earth-fixed current velocity vector be denoted by

ŒuEc ;v
E
c ;w

E
c �
T . Then, the body-fixed components Œuc ;vc ;wc �

T can be computed as

2

4

uc
vc
wc

3

5 D J T

1
.�2/

2

4

uEc
vEc
wEc

3

5 : (3.23)

Wave-induced Forces and Moments

The vector �wa

E
of the wave-induced forces and moments is given by

�wi

E
D

2

6

6

6

6

6

6

4

PN
iD1 �gBLT cos.ˇ/si .t/

PN
iD1��gBLT sin.ˇ/si .t/

0

0

0
PN
iD1

1
24
�gBL.L2�B2/sin.2ˇ/s2i .t/

3

7

7

7

7

7

7

5

; (3.24)

where ˇ is the vessel’s heading (encounter) angle, see Figure 3.3, � is the water

density, L is the length of the vessel, B is the breadth of the vessel, and T is the

draft of the vessel. Ignoring the higher-order terms of the wave amplitude, the wave

slope si .t/ for the wave component i is defined as:
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si .t/D Ai
2�

�i
sin.!ei tC�i /; (3.25)

where Ai is the wave amplitude, �i is the wave length, !ei is the encounter fre-

quency, and �i is a random phase uniformly distributed and constant with time in

Œ0 2�/ corresponding to the wave component i .

0o

30o

60o 120o

150o

Following sea

Quartering sea

Beam sea

Bow sea

Head sea

Figure 3.3 Definition of a vessel’s heading (encounter) angle

Wind-induced Forces and Moments

For the case where the vessel is at rest (zero speed), the vector �wi

E
of the wind-

induced forces and moments is given by

�wi

E
D
1

2
�aV

2
w

2

6

6

6

6

6

6

4

CX .
w/AFw
CY .
w/ALw
CZ.
w/AFw

CK.
w/ALwHLw
CM .
w/AFwHFw
CN .
w/ALwLoa

3

7

7

7

7

7

7

5

; (3.26)

where Vw is the wind speed, �a is the air density, AFw is the frontal projected area,

ALw is the lateral projected area,HFw is the centroid of AFw above the water line,

HLw is the centroid of ALw above the water line, Loa is the over all length of the

vessel, 
w is the angle of relative wind of the vessel bow, see Figure 3.4, and is given

by


w D  �ˇw ��; (3.27)
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with ˇw being the wind direction. All the wind coefficients (look-up tables)CX .
w/,

CY .
w/, CZ.
w/, CK.
w/, CM .
w/, and CN .
w/ are computed numerically or by

experiments in a wind tunnel, see [28].

b
O

b
Y

b
X

b
Z

w
V

w

w

Figure 3.4 Definition of wind speed and direction

For the case where the vessel is moving, the vector �wi

E
is given by

�wi

E
D
1

2
�aV

2
rw

2

6

6

6

6

6

6

4

CX .
rw/AFw
CY .
rw/ALw
CZ.
rw/AFw

CK.
rw/ALwHLw
CM .
rw/AFwHFw
CN .
rw/ALwLoa

3

7

7

7

7

7

7

5

(3.28)

where

Vrw D

q

u2rw Cv2rw ;


rw D �arctan2.vrw ;urw/; (3.29)

with

urw D u�Vw cos.ˇw � /;

vrw D v�Vw sin.ˇw � /: (3.30)
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3.3.2.5 Propulsion Forces and Moments

The vector, �, of propulsion forces and moments depends on a specific configuration

of actuators such as propellers, rudders, and water jets on a particular vessel. In the

next section where � is specified, we consider some classes of the ocean vessels that

are common in practice. In this book, we neglect the dynamics of the actuators that

provide the propulsion forces and moments since the response of the actuators such

as hydraulic systems and electrical motors is much faster than the response of the

vessel.

3.3.2.6 Model Summary and its Properties

Body-fixed Representation

Now substituting �RB D �H C�E C� into (3.9) and combining it with (3.5) results

in the equations of motion of an ocean vessel in six degrees of freedom as follows:

P� D J .�/v;

M Pv D �C .v/v �D.v/v �g.�/C� C�E ; (3.31)

where

M D MRB CMA;

C .v/D CRB.v/CCA.v/: (3.32)

Under the assumption that the body is at rest (or at most is moving at low speed) in

ideal fluid, the matrix M is always symmetric positive definite, i.e.,

M D M T > 0: (3.33)

For a rigid body moving in fluid, the Coriolis and centripetal matrix C .v/ can al-

ways be parameterized such that it is skew-symmetric, i.e.,

C .v/D �C T .v/; 8v 2 R
6: (3.34)

For a rigid body moving in an ideal fluid, the hydrodynamic damping matrix D.v/

is real, non-symmetric and strictly positive, i.e.,

D.v/ > 0; 8v 2 R
6: (3.35)

Earth-fixed Representation

The mathematical model (3.31) can also be written using a representation of the

earth-fixed coordinates by applying the following kinematic transformations (with
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the assumption that J �1.�/ exists, i.e., � ¤ ˙�
2

):

v D J �1.�/ P�;

Pv D J �1.�/
h

R�� PJ .�/J �1.�/ P�
i

: (3.36)

Now substituting (3.36) into the second equation of (3.31) results in

M?.�/ R� D �C ?.v;�/ P��D?.v;�/ P��g?.�/CJ T .�/.� C�E /; (3.37)

where

M?.�/D J �T .�/MJ �1.�/;

C ?.v;�/D J �T .�/
�

C .v/�MJ �1.�/ PJ .�/
�

J �1.�/;

D?.v;�/D J �T .�/D.v/J �1.�/;

g?.�/D J �T .�/g.�/: (3.38)

Under the same assumptions used in the body-fixed representation, the model (3.37)

using the earth-fixed representation has the following properties:

M?.�/D M?.�/T ; 8� 2 R
6;

sT
�

PM?.�/�2C ?.v;�/
�

s D 0; 8� 2 R
6; v 2 R

6; s 2 R
6;

D?.v;�/ > 0; 8 � 2 R
6; v 2 R

6: (3.39)

EO

EX

EY

bO

(Surge)bX

(Sway)bY

x

y

(Yaw)

Figure 3.5 Motion variables for an ocean vessel moving in a horizontal plane
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3.4 Standard Models for Ocean Vessels

In this section, the main results of the previous section are simplified to give a set of

standard models for surface ships and underwater vehicles. These standard models

will be extensively used for the control design in the coming chapters.

3.4.1 Three Degrees of Freedom Horizontal Model

3.4.1.1 Standard Three Degrees of Freedom Horizontal Model

The horizontal motion of a surface ship or an underwater vehicle moving in a hor-

izontal plane is often described by the motion components in surge, sway, and

yaw. Figure 3.5 illustrates the motion variables in this case. Therefore, we choose

� D Œx y  �T and v D Œu v r�T . This model is obtained from the general model

(3.31) under the following assumption.

Assumption 3.1.

1. The motion in roll, pitch, and heave is ignored. This means that we ignore the

dynamics associated with the motion in heave, roll, and pitch, i.e., z D 0, w D 0,

� D 0, p D 0, � D 0, and q D 0.

2. The vessel has homogeneous mass distribution and xz-plane of symmetry so that

Ixy D Iyz D 0: (3.40)

3. The center of gravity CG and the center of buoyancy, CB , are located vertically

on the z-axis.

With Assumption 3.1, the dynamics of a surface ship or an underwater vehicle

moving in a horizontal plane is simplified from the general model (3.31) as follows:

P� D J .�/v;

M Pv D �C .v/v � .D CDn.v//v C� C�E ; (3.41)

where the matrices J .�/, M ; C .v/; D, and Dn.v/ are given by

J .�/D

2

4

cos. / �sin. / 0

sin. / cos. / 0

0 0 1

3

5 ; M D

2

4

m�X Pu 0 0

0 m�Y Pv mxg �Y Pr

0 mxg �Y Pr Iz �N Pr

3

5 ;
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C .v/D

2

4

0 0

0 0

m.xgrCv/�Y Pvv�Y Prr �muCX Puu

�m.xgrCv/CY PvvCY Prr

mu�X Puu

0

3

5 ;

D D �

2

4

Xu 0 0

0 Yv Yr
0 Nv Nr

3

5 ;

Dn.v/D �

2

4

Xjujujuj 0 0

0 YjvjvjvjCYjr jvjr j Yjvjr jvj

0 NjvjvjvjCNjr jvjr j Njvjr jvjCNjr jr jr j

3

5 : (3.42)

The propulsion force and moment vector � is given by

� D

2

4

�u
0

�r

3

5 : (3.43)

The above propulsion force and moment vector � implies that we are considering

a surface vessel, which does not have an independent actuator in the sway, i.e., an

underactuated vessel is under consideration. Such a vessel can be one equipped with

a pair of water jets or a pair of propellers.

The environmental disturbance vector �E is given by

�E D

2

4

�uE
�vE
�rE

3

5 ; (3.44)

where �uE and �vE are disturbance forces acting in surge and sway respectively,

and �rE is the disturbance moment acting in yaw.

3.4.1.2 Simplified Three Degrees of Freedom Horizontal Model

In some cases, in addition to Assumption 3.1 we ignore the off-diagonal terms of

the matrices M and D, all elements of the nonlinear damping matrix Dn.v/. These

assumptions hold when the vessel has three planes of symmetry, for which the axes

of the body-fixed reference frame are chosen to be parallel to the principal axis of the

displaced fluid, which are equal to the principal axis of the vessel. Most ships have

port/starboard symmetry, and moreover, bottom/top symmetry is not required for

horizontal motion. Ship fore/aft nonsymmetry implies that the off-diagonal terms

of the inertia and damping matrices are nonzero. However, these terms are small

compared to the main diagonal terms. Furthermore, disturbances induced by waves,

wind, and ocean currents are ignored. Under the just-mentioned assumptions, the
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dynamics of a surface ship or an underwater vehicle moving in a horizontal plane is

simplified from the three degrees of freedom model (3.41) as follows:

P� D J .�/v;

M Pv D �C .v/v �Dv C�; (3.45)

where the matrices J .�/, M ; C .v/ and D are given by

J .�/D

2

4

cos. / �sin. / 0

sin. / cos. / 0

0 0 1

3

5 ; M D

2

4

m11 0 0

0 m22 0

0 0 m33

3

5 ;

(3.46)

C .v/D

2

4

0 0 �m22v

0 0 m11u

m22v �m11u 0

3

5 ; D D

2

4

d11 0 0

0 d22 0

0 0 d33

3

5 ;

with

m11 Dm�X Pu; m22 Dm�Y Pv; m33 D Iz �N Pr ;

d11 D �Xu; d22 D �Yv; d33 D �Nr : (3.47)

The propulsion force and moment vector � is still given by (3.43), i.e., � D

Œ�u 0 �r �
T .

3.4.1.3 Spherical Three Degrees of Freedom Horizontal Model

In addition to the assumptions made in Subsection 3.4.1.2, we assume that the vessel

has bottom/top symmetry. An example of this type of vessels is an ODIN moving

in a horizontal plane, see Figure 3.6. In this case, the model is further simplified to

P� D J .�/v;

M Pv D �C .v/v �Dv C� (3.48)

where the matrices J .�/, M ; C .v/ and D are given by

J .�/D

2

4

cos. / �sin. / 0

sin. / cos. / 0

0 0 1

3

5 ; M D

2

4

mxy 0 0

0 mxy 0

0 0 m33

3

5 ;

C .v/D

2

4

0 0 �mxyv

0 0 mxyu

mxyv �mxyu 0

3

5 ; D D

2

4

dxy 0 0

0 dxy 0

0 0 d33

3

5 ; (3.49)

with
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mxy Dm�X Pu Dm�Y Pv; m33 D Iz �N Pr ;

dxy D �Xu D �Yv; d33 D �Nr : (3.50)

The propulsion force and moment vector � is still given by (3.43), i.e. � D

Œ�u 0 �r �
T .

Figure 3.6 An omnidirectional intelligent navigator (ODIN).

Courtesy http://www.math.hawaii.edu/�ryan/STOMP/Photos 20ODIN.html

3.4.2 Six Degrees of Freedom Model

3.4.2.1 Standard Model

In addition to the assumptions made in Section 3.3, we assume that the center of

gravity and the center of buoyancy are located vertically on theObZb-axis, and that

there are no couplings (off-diagonal terms) in the matrices M , D, and Dn.v/. In

this case, the model presented in Section 3.3 is simplified to

P�1 D J1.�2/v1;

M1 Pv1 D �C1.v1/v2 �D1v1 �Dn1.v1/v1 C�1 C�1E ;

P�2 D J2.�2/v2;

M2 Pv2 D �C1.v1/v1 �C2.v2/v2 �D2v2 �Dn2.v2/v2 �

g2.�2/C�2 C�2E ; (3.51)
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where J1.�2/ and J2.�2/ are given in (3.2) and (3.4). The matrices M1 and M2

are

M1 D

2

4

m11 0 0

0 m22 0

0 0 m33

3

5 ;

M2 D

2

4

m44 0 0

0 m55 0

0 0 m66

3

5 ; (3.52)

where

m11 Dm�X Pu; m22 Dm�Y Pv;

m33 Dm�Z Pw ; m44 D Ix �K Pp;

m55 D Iy �M Pq ; m66 D Iz �N Pr :

The matrices C1.v1/ and C2.v2/ are

C1.v1/D

2

4

0 m33w �m22v

�m33w 0 m11u

m22v �m11u 0

3

5 ;

C2.v2/D

2

4

0 m66r �m55q

�m66r 0 m44p

m55q �m44p 0

3

5 : (3.53)

The linear damping matrices D1 and D2 are

D1 D

2

4

d11 0 0

0 d22 0

0 0 d33

3

5 ;

D2 D

2

4

d44 0 0

0 d55 0

0 0 d66

3

5 ; (3.54)

where

d11 D �Xu;

d22 D �Yv;

d33 D �Zw ;

d44 D �Kp;

d55 D �Mq ;

d66 D �Nr :
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The nonlinear damping matrices Dn1.v1/ and Dn2.v2/ are

Dn1.v1/D

2

4

P3
iD2dui juji�1 0 0

0
P3
iD2dvi jvji�1 0

0 0
P3
iD2dwi jwji�1

3

5 ;

Dn2.v2/D

2

4

P3
iD2dpi jpji�1 0 0

0
P3
iD2dqi jqji�1 0

0 0
P3
iD2dri jr j

i�1

3

5 ; (3.55)

where dui , dvi , dwi , dpi , dqi , and dri with i D 2; 3 are the nonlinear hydrodynamic

damping coefficients.

The restoring force and moment vector g2.�2/ is given by

g2.�2/D

2

6

4

�grGMT sin.�/cos.�/

�grGML sin.�/

0

3

7

5
; (3.56)

where �, g, r,GMT andGML are the water density, gravity acceleration, displaced

volume of water, transverse metacentric height and longitudinal metacentric height,

respectively.

The propulsion force and moment vectors �1 and �2 are

�1 D

2

4

�u
0

0

3

5 ; �2 D

2

4

�p
�q
�r

3

5 ; (3.57)

which imply that the vessel under consideration does not have independent actuators

in the sway and heave.

The environmental disturbance vectors �1E and �2E are given by

�1E D

2

4

�Eu
�Ev
�Ew

3

5 ; �2E D

2

4

�Ep
�Eq
�Er

3

5 ; (3.58)

where �Eu, �Ev , �Ew , �Ep , �Eq , and �Er are the environmental disturbance forces

or moments acting on the surge, sway, heave, roll, pitch, and yaw axes, respectively.

3.4.2.2 Ignoring Nonlinear Damping Terms and Roll Model

In addition to the assumptions made in Section 3.4.2.1, it is sometimes reasonable

to ignore nonlinear hydrodynamic damping terms and roll, and environmental dis-

turbances. This holds when the vessel is operating at low speed and is equipped with
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independent internal/external roll actuators. As such, the model (3.51) is simplified

to:

1. Kinematics

Px D cos. /cos.�/u� sin. /vC sin.�/cos. /w;

Py D sin. /cos.�/uC cos. /vC sin.�/sin. /w;

Pz D �sin.�/uC cos.�/w;

P� D q;

P D
r

cos.�/
: (3.59)

2. Kinetics

PuD
m22

m11
vr �

m33

m11
wq�

d11

m11
uC

1

m11
�u;

Pv D �
m11

m22
ur �

d22

m22
v;

Pw D
m11

m33
uq�

d33

m33
w;

Pq D
m33�m11

m55
uw�

d55

m55
q�

�grGML sin.�/

m55
C

1

m55
�q;

Pr D
m11�m22

m66
uv�

d66

m66
rC

1

m66
�r : (3.60)

3.5 Conclusions

This chapter sets out material about the basic motion tasks and mathematical mod-

els of the ocean vessels that will be used in the subsequent chapters. More details

on deriving the mathematical models of the ocean vessels are given in [11, 12, 25].

It has also been pointed out that regulation/stabilization is much more difficult than

trajectory-tracking, path-tracking, and path-following for underactuated ocean ves-

sels.



Chapter 4

Control Properties and Previous Work on
Control of Ocean Vessels

In this chapter, first control properties of ocean vessels are presented. Then, the ex-

isting literature on the control of underactuated ocean vessels is reviewed. Through

the review of the previous work in the areas of stabilization, trajectory-tracking,

path-following, and output feedback control of underactuated ocean vessels, chal-

lenging questions are raised. Illustration of the background and process of solutions

of those questions, as well as an explanation of the solutions in terms of their phys-

ical insights and practical applications are then presented in subsequent chapters.

4.1 Controllability Properties

4.1.1 Acceleration Constraints

The number .mc/ of independent control inputs (the number of nonzero elements

of the propulsion force and moment vector �) is smaller than the number .nc/ of

degrees of freedom to be controlled for a standard model of the ocean vessels. As

such, we remove all zero elements of � and denote the resulting vector by �a. Thus,

if �a 2 R
mc and � 2 R

nc , then mc < nc . For example, for the case of the vessels

with six degrees of freedom to be controlled we have mc < 6, for the case of the

vessels with five degrees of freedom to be controlled mc < 5, and mc < 3 for the

case of the vessels with three degrees of freedom to be controlled. For clarity, we

ignore the environmental disturbance forces and moments to investigate acceleration

constraints on the aforementioned ocean vessels. Let Mu, Cu.v/, Du.v/, and gu.�/

denote the rows of M , C .v/, D.v/, and g.�/ that correspond to those rows without

propulsion forces or moments, i.e.,

Mu Pv CCu.v/v CDu.v/v Cgu.�/D 0: (4.1)

61
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The above equation describes the acceleration constraints, i.e., second-order con-

straints. The following results give the conditions whether the constraints given in

(4.1) are partially integrable or totally integrable.

Lemma 4.1. The constraints (4.1) are partially integrable if and only if the follow-

ing conditions hold:

1. gu.�/ is a constant vector.

2. .Cu.v/CDu.v// is a constant matrix.

3. The distribution ˝?.�/ D ker ..Cu.v/CDu.v//J
�1.�// is completely inte-

grable.

Proof. See [29]. �

Lemma 4.2. The constraints (4.1) are totally integrable if and only if the following

conditions hold:

1. The constraints are partially integrable.

2. .Cu.v/CDu.v//=0.

3. The distribution �.�/D ker .MuJ �1.�// is completely integrable.

Proof. See [29]. �

The following lemma gives a result on the stabilizability of an underactuated

ocean vessel.

Lemma 4.3. Consider the system (3.31) with �E D 0nc�1. Assume that the elements

of the restoring force and moment vector g.�/ corresponding to the unactuated

dynamics are zero, i.e., the vector g.�/ can be written in the form of

g.�/D

"

ga.�/

0.nc�mc/�1

#

; (4.2)

where ga.�/ 2 R
mc is the restoring force and moment vector corresponding to

the actuated dynamics. Let .�;v/ D .�e ;0nc�mc / be an equilibrium. There is no

C 1 state feedback law ˛.�;v/ W R
nc � R

nc ! R
mc that makes the equilibrium

.�e ;0nc�mc / asymptotically stable.

Proof. See [29]. �

4.1.2 Kinematic Constraints

In this section, we address controllability properties of ocean vessels. Since the ves-

sel under consideration has a number of degrees of freedom to be controlled greater

than control inputs (e.g., underwater vehicles do not have independent actuators in

the heave and sway axes, see Section 3.4.2 and surface ships do not have an indepen-

dent actuator in the sway axis, see Section 3.4.1), we can address the controllability
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issue of the vessel kinematic by considering the kinematics with the linear velocity

vector

v1 D

2

4

u

0

0

3

5 : (4.3)

We analyze controllability properties of six degrees of freedom vessels. The case of

three degrees of freedom vessels can be obtained directly from the results for the six

degrees of freedom vessels. With (4.3), we now write the kinematics of the vessel

as follows:

P� D 
1.�/uC
2.�/pC
3.�/qC
4.�/r

m (4.4)

P� D � .�/u;

where


1.�/D

2

6

6

6

6

6

6

4

cos.�/cos. /

cos.�/sin. /

�sin.�/

0

0

0

3

7

7

7

7

7

7

5

; 
2.�/D

2

6

6

6

6

6

6

4

0

0

0

1

0

0

3

7

7

7

7

7

7

5

;


3.�/D

2

6

6

6

6

6

6

4

0

0

0

sin.�/ tan.�/

cos.�/

sin.�/sec.�/

3

7

7

7

7

7

7

5

; 
4.�/D

2

6

6

6

6

6

6

4

0

0

0

cos.�/ tan.�/

�sin.�/

cos.�/sec.�/

3

7

7

7

7

7

7

5

; (4.5)

and

� .�/D
�


1.�/ 
2.�/ 
3.�/ 
4.�/
�

;

u D Œu p q r�T : (4.6)

From (4.4) and (4.5), a calculation shows that the following nonhonolomic (non-

integrable) constraints are satisfied:

�

cos. /sin.�/sin.�/� sin. /cos.�/
�

PxC
�

sin. /sin.�/sin.�/C cos. /cos.�/
�

PyC cos.�/sin.�/ Pz D 0;
�

sin. /sin.�/cos.�/� sin. /sin.�/
�

PxC (4.7)
�

sin. /sin.�/cos.�/� cos. /sin.�/
�

PyC cos.�/cos.�/ Pz D 0:
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Based on (4.4), we will address the following controllability issues: Controlla-

bility about a point (i.e., stabilization) and controllability about a trajectory (i.e.,

trajectory-tracking).

4.1.3 Controllability at a Point

We will first consider a linear approximation of the system (4.4) at an equilibrium

point �e . Let the error associated with the equilibrium point �e be as follows:

Q� D ���e : (4.8)

With (4.8), we can write the tangent linearization of (4.4) at the equilibrium point

�e as
PQ� D � .�e/u; (4.9)

which is not controllable because the rank of the matrix � .�e/ is 4. This implies

that a linear controller will never achieve posture stabilization, not even in a local

sense. In order to study the controllability of the vessel in question, we need to use

some tools (the Lie algebra rank condition and nilpotent concepts) from nonlinear

control theory [4].

Given a set of generators or basis vector fields 
1; 
2; :::; 
mc
, the length of a

Lie product recursively defined as

`f
i g D 1; i D 1; 2; :::;mc

`.ŒA;B�/D `ŒA�C`ŒB�; (4.10)

where A and B are themselves Lie products. Alternatively, `ŒA� is the number of

generators in the expansion for A. A Lie algebra or basis is nilpotent if there exists

an integer k such that all Lie products of length greater than k are zero. The integer

k is called the order of nilpotency. The use of the nilpotent basis eliminates the need

for cumbersome computations as we see that all higher order Lie brackets above

some particular order are zero.

The above concepts and conditions imply that Lie algebra Lf
1; 
2; 
3;
4g is

nilpotent algebra of order k D 2, i.e., the vector fields 
1; 
2; 
3, and 
4 are the

nilpotent basis. Thus all Lie brackets of order greater than two are zero. The only

independent Lie brackets computed from the four basis vector fields are Œ
1;
3� and

Œ
1;
4�. Therefore, for our system the Lie algebra rank condition becomes

rankŒCc �D 6, rankŒ
1;
2;
3;
4; Œ
1;
3�; Œ
1;
4��D 6; (4.11)

where Œ
1;
3� and Œ
2;
4� are the two independent Lie brackets computed from

the four vector fields .
1;
2;
3;
4/ and Cc is called the controllability matrix. For

two vector fields g.x/ and h.x/, a Lie bracket is computed based on the following

formula:
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Œg;h�.x/D
@h

@x
g�

@g

@x
h: (4.12)

Using the definition (4.12), Lie brackets Œ
1;
3� and Œ
1;
4� are given by

Œ
1;
3�D
@
3

@�

1 �

@
1

@�

3 D

2

6

6

6

6

6

6

4

cos. /sin.�/cos.�/C sin. /sin.�/

sin. /sin.�/cos.�/� cos. /sin.�/

cos.�/cos.�/

0

0

0

3

7

7

7

7

7

7

5

;

Œ
1;
4�D
@
4

@�

1 �

@
1

@�

4 D

2

6

6

6

6

6

6

4

�cos. /sin.�/sin.�/C sin. /cos.�/

�sin. /sin.�/sin.�/� cos. /cos.�/

�cos.�/sin.�/

0

0

0

3

7

7

7

7

7

7

5

:

(4.13)

Therefore, the controllability matrix Cc is given by

Cc D

2

6

6

6

6

6

6

4

cos. /cos.�/ 0 0 0

sin. /cos.�/ 0 0 0

�sin.�/ 0 0 0

0 1 sin.�/ tan.�/ cos.�/ tan.�/

0 0 cos.�/ �sin.�/

0 0 sin.�/sec.�/ cos.�/sec.�/

cos. /sin.�/cos.�/C sin. /sin.�/

sin. /sin.�/cos.�/� cos. /sin.�/

cos.�/cos.�/

0

0

0

�cos. /sin.�/sin.�/C sin. /cos.�/

�sin. /sin.�/sin.�/� cos. /cos.�/

�cos.�/sin.�/

0

0

0

3

7

7

7

7

7

7

5

:

(4.14)

It can be seen that the above matrix Cc has one nonzero minor of order 6. Therefore,

this matrix is full rank provided that � ¤ �
2

. This implies that the vessel is locally

controllable and also globally controllable as long as the singular condition � ¤ �
2

is avoided. As for the stabilizability of system (4.4) to a point, the failure of the

previous linear analysis indicates that exponential stability cannot be achieved by
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smooth feedback [21]. Things turn out to be even worse: If smooth (in fact, even

continuous) time-invariant feedback laws are used, Lyapunov stability cannot be

used directly. This negative result is established on the basis of a necessary con-

dition due to Brockett [21], see Section 2.7.4: Smooth stabilizability of a driftless

regular system (i.e., such that the input vector fields are well defined and linearly

independent at �e) requires that the number of inputs be equal to the number of

states. The above difficulty has a deep impact on the control design. In fact, to ob-

tain a posture stabilizing controller it is either necessary to give up the continuity

requirement and/or to resort to time-varying control laws.

4.1.4 Controllability About a Trajectory

For the system (4.4), let the reference trajectory �d and the reference trajectory

input ud be

�d D

2

6

6

6

6

6

6

4

xd .t/

yd .t/

zd .t/

�d .t/

�d .t/

 d .t/

3

7

7

7

7

7

7

5

; ud D

2

6

6

4

ud .t/

pd .t/

qd .t/

rd .t/

3

7

7

5

: (4.15)

Indeed, the reference trajectory �d and the reference trajectory input ud should

satisfy the nonhonolomic constraints (4.7), i.e.,

�

cos. d /sin.�d /sin.�d /� sin. d /cos.�d /
�

Pxd C
�

sin. d /sin.�d /sin.�d /C cos. d /cos.�d /
�

Pyd C cos.�d /sin.�d / Pzd D 0;
�

sin. d /sin.�d /cos.�d /� sin. d /sin.�d /
�

Pxd C
�

sin. d /sin.�d /cos.�d /� cos. d /sin.�d /
�

Pyd C cos.�d /cos.�d / Pzd D 0:

(4.16)

Let the errors associated with the reference trajectory and the reference input trajec-

tory be

�e D ���d ;

ue D u�ud : (4.17)

Using (4.17), we can write (4.4) as

P� D � .�d C�e/
�

ud Cue

�

: (4.18)

The Taylor series expansion of � .�d C�e/ about the nominal solution �d is given

by



4.1 Controllability Properties 67

P� D

�

� .�d ; t /C
@� .�/

@�

ˇ

ˇ

ˇ

ˇ

�D�d

�e.t/C HOT

�

�

ud .t/Cue.t/
�

: (4.19)

Since the reference trajectory � and the reference input trajectory ud satisfy the

nonholonomic constraints (4.16), we have

P�d D � .�d ; t /ud .t/: (4.20)

Subtracting (4.19) by (4.20) and ignoring the high-order terms (HOT) gives

P�e D

�

@� .�/

@�

ˇ

ˇ

ˇ

ˇ

�D�d

�e.t/

�

ud .t/C� .�d ; t /ue.t/

WD A.t/�e.t/CB.t/ue.t/; (4.21)

where

A.t/D

�

03�3 A1.t/

03�3 A2.t/

�

; B.t/D

�

Jd1.t/ 03�3

03�1 Jd2.t/

�

; (4.22)

with A1 and A2 given by

A1.t/D

2

4

0 �cos. d /sin.�d /ud �sin. d /cos.�d /ud

0 �sin. d /sin.�d /ud cos. d /cos.�d /ud

0 �cos.�d /ud 0

3

5 ;

A2.t/D

2

4

cos.�d / tan.�d /qd � sin.�d / tan.�d /rd
�sin.�d /qd � cos.�d /rd

cos.�d /sec.�d /qd � sin.�d /sec.�d /rd

sin.�d /sec2.�d /qd C cos.�d /sec2.�d /rd 0

0 0

sin.�d /sec.�d / tan.�d /qd C cos.�d /sec.�d / tan.�d /rd 0

3

5 ;

(4.23)

and Jd1.t/ and Jd2.t/ given by

Jd1.t/D

2

4

cos.�d /cos. d /

cos.�d /sin. d /

�sin.�d /

3

5 ;

Jd2.t/D

2

4

1 sin.�d / tan.�d / cos.�d / tan.�d /

0 cos.�d / �sin.�d /

0 sin.�d /sec.�d / cos.�d /sec.�d /

3

5 : (4.24)

In (4.23) and (4.24), the argument t of �d , �d ,  d , ud , pd , and rd is omitted for

simplicity.

The system (4.21) is linear time-varying. The controllability condition becomes
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rankfB;AB;A2B;A3B;A4B;A5Bg D 6: (4.25)

A calculation shows that the above matrix has a nonzero minor of order 6 provided

that (ud ¤ 0, pd ¤ 0, qd ¤ 0, rd ¤ 0) and (�d ¤ �
2

). Therefore, we conclude

that the kinematic system (4.21) can be locally stabilized by linear feedback about

trajectories consisting of linear or circular or helix paths, which do not collapse to a

point.

4.2 Previous Work on Control of Underactuated Ocean Vessels

This section starts with a brief review on the control of nonholonomic systems, due

to their relevance to the control of underactuated ocean vessels. Next, the existing

methods on control of underactuated ocean vessels are reviewed. Limitations of the

existing methods are then pointed out and hence motivate the contributions of the

book.

4.2.1 Control of Nonholonomic Systems

The term “nonholonomic system” originates from classical mechanics and has its

widely accepted meaning as a “Lagrange system with linear constraints being nonin-

tegrable”. A mechanical system is said to be nonholonomic if its generalized veloc-

ity satisfies an equality condition that cannot be written as an equivalent condition

on the generalized position, see [30]. Control of nonholonomic dynamic systems

has formed an active area in the control community – see surveys by Kolmanovsky

and McClamroch in [31], Canudas de Wit et al. in [15], Murray and Sastry in [32],

and references therein for an overview and interesting introductory examples in this

expanding area.

Nonholonomic systems have inherent difficulties in feedback stabilization at the

origin or at a given equilibrium point since the tangent linearization of these systems

is uncontrollable. In fact, a direct application of Brockett’s necessary condition, see

Section 2.7.4 for more details, for feedback stabilization implies that nonholonomic

systems cannot be stabilized by any stationary continuous state feedback although

they are open loop controllable. As a consequence, the classical smooth control the-

ory cannot be applied. This motivates researchers to seek novel approaches. These

approaches can be roughly classified into discontinuous feedback, see for exam-

ple [33–45] and time-varying feedback, see for example, [15, 32, 46–48]. The dis-

continuous feedback approach often uses the state scaling originated from the � -

process [49] and a switching control strategy to overcome the difficulty due to the

loss of controllability. This approach results in a fast transient response and usu-

ally an exponential convergence can be achieved. The drawback is discontinuity in

the control input. On the other hand, the time-varying feedback approach provides



4.2 Previous Work on Control of Underactuated Ocean Vessels 69

a smooth/continuous controller, i.e., no switching is required, however the price is

slow convergence. The stability analysis is often based on linear time-varying sys-

tem theory and Barbalat’s lemma. The backstepping technique [3] is usually used

for high-order chained form systems in both discontinuous and time-varying ap-

proaches. Those aforementioned systems are either driftless or have weak nonlinear

drifts. When nonholonomic systems are perturbed by drifts with uncertainties, ro-

bust and adaptive control approaches are often applied. The robust control design

schemes are based on the size domination concept [50]. The control is conservative

when a priori knowledge of uncertainties is poor. A class of nonholonomic systems

with strong nonlinear uncertainties was recently considered in [51]. Discontinuous

state feedback and output feedback controllers were designed to achieve global ex-

ponential stability. However the x0-subsystem is required to be Lipschitz since a

constant control input u0 is used to get around the difficulty due to the loss of con-

trollability. The adaptive approach [38, 40, 46] provides less conservative control

input but increases the dynamics of the closed loop system. The systems studied

in these papers do not allow drifts in the x0-subsystem. A difficulty in designing

adaptive stabilization controllers for chained systems with drifts is that the state

of the x0-subsystem can have several zero crossings due to transient behavior of

the unknown parameter estimate. This phenomenon causes difficulties in applying

the state scaling. For a solution of the stabilization of nonholonomic systems in a

chained form with strong nonlinear drifts and unknown parameters, the reader is

referred to [52].

4.2.2 Control of Underactuated Ships and Underwater Vehicles

Control of underactuated ships and autonomous underwater vehicles (AUVs) is an

active field due to its important applications such as passenger and goods transporta-

tion, environmental surveying, undersea cable inspection, and offshore oil installa-

tions.

Based on its practical requirement, motion control of underactuated ocean ves-

sels has been divided into three areas: Stabilization, trajectory-tracking, and path-

following. These control problems are challenging due to the fact that the motion

of underactuated surface ships and AUVs possesses more degrees of freedom to

be controlled than the number of the independent controls under some noninte-

grable second-order nonholonomic constraints [29, 53, 54]. In particular, underac-

tuated ships do not usually have an actuator in the sway axis while in the case of

AUVs there are no actuators in the sway and heave directions. This configuration

is by far the most common among marine vessels. Therefore, Brockett’s condition

indicates that any continuous time-invariant feedback control law does not make a

null solution of the underactuated surface ship and AUV dynamics asymptotically

stable in the sense of Lyapunov. Furthermore as observed in [22, 54], the under-

actuated ship and AUV system is not transformable into a standard chain system.

Consequently, existing control schemes [15, 32–48] developed for chained systems
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cannot be applied directly. Nevertheless, in the past decade, stabilization, trajectory-

tracking control, and path-following of underactuated ocean vessels have been stud-

ied separately from different viewpoints.

4.2.2.1 Stabilization

An underactuated ocean vessel belongs to a class of underactuated mechanical sys-

tems subject to some nonintegrable second-order nonholonomic constraints, see

[29,53,54]. Therefore, design of a feedback stabilizer using linear and classical non-

linear control theories is not possible. There are two main approaches to deal with

stabilization of an underactuated ocean vessel. They are (time-invariant and time-

varying) discontinuous feedback and time-varying continuous/smooth feedback. We

here mention some typical results of both approaches.

Time-invariant and Time-varying Discontinuous Approach

A discontinuous state feedback control law was proposed in [55] using the � -process

to exponentially stabilize an underactuated ship at the origin where the ship model

is discontinuously transformed to an extended chained form system. The dynamics

of an underactuated ship is considered in [55], see also Section 3.4.1:

P� D J .�/v;

M Pv D �C .v/v �Dv C�;

� D Œx; y;  �T ; v D Œu; v; r�T ; � D Œ�u; 0; �r �
T ; (4.26)

where .x;y/ denotes the earth-fixed position of the center of mass of the ship,  

denotes the orientation angle, .u;v/ and r are the linear and angular velocities in the

body-fixed frame, and .�u; �r / are the surge force and yaw moment. The matrices

J .�/, M ; C .v/, and D are given by

J .�/D

2

4

cos. / �sin. / 0

sin. / cos. / 0

0 0 1

3

5 ; M D

2

4

m11 0 0

0 m22 0

0 0 m33

3

5 ;

C .v/D

2

4

0 0 �m22v

0 0 m11u

m22v �m11u 0

3

5 ; D D

2

4

d11 0 0

0 d22 0

0 0 d33

3

5 ; (4.27)

where m11, m22, and m33 denote the ship inertia including added mass, and d11,

d22, and d33 are hydrodynamic damping constants, see Chapter 3 for more details.

The control objective is to design the control inputs �u and �r to stabilize (4.26)

asymptotically at the origin. In [55], the coordinate transformation
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2

6

6

6

6

6

6

4

x1

x2

x3

x4

x5

x6

3

7

7

7

7

7

7

5

D

2

6

6

6

6

6

6

4

 

x cos. /Cy sin. /

�x sin. /Cy cos. /

v

r

u

3

7

7

7

7

7

7

5

(4.28)

is used to transform the ship model (4.26) to the following system

Px1 D x5;

Px2 D x6 Cx3x5;

Px3 D x4 �x2x5;

Px4 D �˛x4 �ˇx5x6; (4.29)

Px5 D˝1;

Px6 D˝2;

where ˛ D d22=m22, ˇ Dm11=m22, and

˝1 D
�r �d33rC .m11 �m22/uv

m33

; ˝2 D
�u Cm22vr �d11u

m11

: (4.30)

It can be seen that the system (4.29) consists of two subsystems, namely .x1;x2;x3;x4/

and .x5;x6/, connected to each other in a strict feedback form [3]. The control de-

sign can be simply carried out in two steps as follows.

Step 1

In this step, the author of [55] considers the first four equations of (4.29), and

.x5;x6/ as controls .v1;v2/. With the assumption of x1 ¤ 0, the coordinate trans-

formation (� -process)

y D x1; z1 D x2; z2 D
x3

x1

; z3 D
x4

x1

(4.31)

results in

Py D v1;

Pz1 D v2 Cyz2v1;

Pz2 D z3 �
z1 Cz2

y
v1; (4.32)

Pz3 D �˛z3 �
z3 Cˇv2

y
v1:

The feedback control law is designed as
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v1 D �k1y;

v2 D �k21z1 �k22z2 �k23z3; (4.33)

where k1, k21, k22, and k23 are the control gains chosen such that the matrix

A1 D

2

6

4

�k21 �k22 �k23

k1 k1 1

�k1ˇk21 �k1ˇk22 k1 �˛�k1ˇk23

3

7

5
(4.34)

is Hurwitz.

Step 2

At this step, the last two equations of (4.29) are considered. Using the standard

backstepping technique results in the following control law

˝1 D �k3.x5 �v1/�k1x5;

˝2 D �k4.x6 �v2/�k21.x6 Cx3x5/ (4.35)

�k22

x4 �x2x5

x1

Ck23

˛x4 Cˇx5x6

x1

Ck22

x3x5

x2
1

Ck23

x4x5

x2
1

;

where k3 > k1 and k4 are positive constants. The actual controls �u and �r can

be found from (4.35) and (4.30). In [55] it is shown that if the initial conditions

x1.t0/¤ 0 and x1.t0/.x5.t0/Ck1x1.t0//� 0 then .x1.t/, x2.t/, x3.t/, x4.t/, x5.t/,

x6.t// is bounded for all t � t0 � 0, and exponentially converges to zero. If the above

conditions do not hold, the controls

˝1 D �jx1 � �jasign.x1 � �/�jx5jbsign.x5/;

˝2 D 0; (4.36)

with � ¤ 0, b 2 .0;1/, and a > b=.2�b/ being constants, can be used to make the

above conditions hold in finite time. For more details, the reader is referred to [55].

Remark 4.1. The aforementioned discontinuous stabilizer provides a fast conver-

gence of the stabilizing errors to zero. However, the control inputs �u and �r are

discontinuous. Moreover, under arbitrarily small nonvanishing environmental dis-

turbances induced by waves, wind, and ocean currents, the closed loop system con-

sisting of (4.35) and (4.29) can be unstable in the sense that the states .x1.t/, x2.t/,

x3.t/, x4.t/, x5.t/, x6.t// can go to infinity exponentially fast.

The work mentioned in [22,53,54,56–58] can also be grouped in the discontinuous

approach. The authors of [22] developed a discontinuous time-varying feedback sta-

bilizer for a nonholonomic system and applied it to underactuated ships. Some local

exponential stabilization results were reported in [53,54] based on the time-varying

homogeneous control approach. An application of averaging and backstepping tech-
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niques was proposed in [59] to design a global practical controller for stabilization

and tracking control of surface ships. Experimental results on dynamic positioning

of underactuated ships were reported in [56]. By transforming the underactuated

ship kinematics and dynamics into the so-called skew form, some dynamic feed-

back results on stabilization were given in [57]. In [58], the authors proposed a

discontinuous solution to the problem of steering an underactuated AUV to a point

with desired orientation using the polar coordinate transformation motivated from

the work in [60].

Time-varying Continuous/Smooth Approach

A typical result on stabilization of the underactuated ship (4.26) in the time-varying

continuous/smooth approach is given in [61]. In [61], the coordinate transformations

(similar to the ones given in (4.30) and (4.28))

z1 D cos. /xC sin. /y;

z2 D �sin. /xC cos. /y;

z3 D  ;

˝1 D
�r �d33rC .m11 �m22/uv

m33

; (4.37)

˝2 D
�u Cm22vr �d11u

m11

are first used to transform the ship system (4.26) to

Pz1 D uCz2r;

Pz2 D v�z1r;

Pz3 D r;

PuD˝2; (4.38)

Pv D �cur �dv;

Pr D˝1;

where c D m11=m22 and d D d22=m22. Then the following nontrivial coordinate

transformations

Z2 D z2 C
v

d
;

uD �
d

c
z1 �

d

c
�;

˝2� D
d

c
z1 C

d

c
��Z2rC

v

d
r �

c

d
˝2 (4.39)

are applied to (4.38) to obtain the system
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Pz1 D �
d

c
z1 �

d

c
�CZ2r �

v

d
r;

PZ2 D �r;

Pz3 D r; (4.40)

Pv D �dvCd.z1 C�/r;

P�D˝2�;

Pr D˝1:

Let k2, k3, k�, and kr be strictly positive constants such that 1 � k2 � k3. The

controls ˝1 and ˝2� are designed in [61] as

˝1 D �kr .r � rf /C Prf ��
�

Z2�f C2Z3 C2Z2k2 cos.t/�f

�

;

˝2� D �k�.���f /C P�f ��
�

Z2 C2Z3k2 cos.t/
�

r; (4.41)

where

�D 2C
k3

3
�
k3 sin.2t/

6

2V1 CV 2
1

.1CV1/2
;

Z3 D z3 Ck2 cos.t/Z2;

V1 DZ2
2 C2Z2

3 ;

�f D �
sin.t/Z2

2

2.0:001CZ2
2/
; (4.42)

rf D
�k3Z3 Ck2 sin.t/Z2

1Ck2 cos.t/�f

:

In [61], it is proven that the closed loop system consisting of (4.41), (4.39), (4.37),

and (4.26) is GAS at the origin.

Remark 4.2. The design of the feedback given in (4.41) is nontrivial. Overall, con-

vergence of the stabilizing errors to zero is slow. This is a well-known phenomenon

of the continuous/smooth time-varying approach applying not to only underactuated

ships but also to mobile robots. Moreover, since the stabilizer design mentioned

above is nontrivial, it is difficult to extend the control design scheme to solve a

trajectory-tracking problem, see the next section. In addition, the physical meaning

of the feedback is not clear.

In addition to the aforementioned results on stabilization of underactuated ves-

sels, the following results are also related to the topic under discussion. In [62], sev-

eral control configurations were considered, and a technique for synthesizing open

loop controls was given. The first control scheme with the dynamic AUV model

taken into account was proposed in [63]. A kinematic drift free model of the under-

water vehicles with four control inputs was used to design a regulation controller

in [64]. The authors of [65] proposed a controller that is able to stabilize an AUV

to some equilibria based on the interconnection and damping assignment passivity-

based control approach, which has been successfully applied to many other mechan-
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ical systems [66]. See also [67] for stabilization results of underactuated mechanical

systems on Riemannian manifolds.

4.2.2.2 Trajectory-tracking

Trajectory-tracking is here defined as a control problem of forcing an underactuated

surface ship or AUV to track a reference trajectory generated by a suitable vessel

model, i.e., the vessel model that has the same parameters as the real one. There

are two main approaches to solve the trajectory-tracking control problems. The first

approach is based on linear time-varying control system theory while the second

approach relies on the Lyapunov direct method. We here briefly describe typical

results of the two approaches.

Linear Time-varying Approach

A typical work belonging to this approach is given in [68] on a globalK-exponential

tracking result for the underactuated ship (4.26). In [68], the authors consider a prob-

lem of designing the control �u and �r to force the position .x;y/ and orientation

 of the ship (4.26) to track the reference position .xd ;yd / and orientation  d

generated by the reference ship model

P�d D J .�d /vd ;

M Pvd D �C .vd /vd �Dvd C�d ;

�d D

2

4

xd

yd

 d

3

5 ; vd D

2

4

ud

vd

rd

3

5 ; �d D

2

4

�ud

0

�rd

3

5 : (4.43)

In [68], the coordinate transformations

8

<

:

z1 D cos. /xC sin. /y;

z2 D �sin. /xC cos. /y;

z3 D  ;

8

<

:

z1d D cos. d /xd C sin. d /yd ;

z2d D �sin. d /xd C cos. d /yd ;

z3d D  d ;

(4.44)

and the tracking errors

ue D u�ud ; ve D v�vd ; re D r � rd ;

z1e D z1 �z1d ; z2e D z2 �z2d ; z3e D z3 �z3d (4.45)

are used to obtain the tracking error dynamics of a chained form

Pue D
m22

m11

�

vere Cverd Cvd re
�

�
d11

m11

ue C
1

m11

.�u � �ud /;
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Pve D �
m11

m22

�

uere Cuerd Cud re
�

�
d22

m22

ve;

Pre D
m11 �m22

m33

�

ueve Cuevd Cudve

�

�
d33

m33

re C
1

m33

.�r � �rd /; (4.46)

Pz1e D ue Cz2ere Cz2erd Cz2d re;

Pz2e D ve �z1ere �z1erd �z1d re;

Pz3e D re:

Assuming that ud , vd , z1d , and z2d are bounded, and that rd .t/ is persistently

exciting, the controls

�u D �ud �k1ue Ck2rdve �k3z1e Ck4rdz2e;

�r D �rd � .m11 �m22/.ueve Cvdue Cudve/� (4.47)

k5re �k6z3e;

where the control gains ki , i D 1; : : : ;6 satisfy

k1 > d22 �d11;

k2 D
m22k4.k4 Ck1 Cd11 �d22/

d22k4 Cm11k3

;

0 < k3 < .k1 Cd11 �d22/
d22

m11

; (4.48)

k4 > 0;

k5 > �d33;

k6 > 0;

make the closed loop system consisting of (4.47), (4.43), and (4.26), that is,

2

6

6

6

6

6

6

6

4

Pue

Pve

Pz1e

Pz2e

3

7

7

7

7

7

7

7

5

D

2

6

6

6

6

6

6

6

6

4

�
k1 Cd11

m11

k2 Cm22

m11

rd .t/ �
k3

m11

k4

m11

rd .t/

�
m11

m22

rd .t/ �
d22

m22

0 0

1 0 0 rd .t/

0 1 �rd .t/ 0

3

7

7

7

7

7

7

7

7

5

2

6

6

6

6

6

6

6

6

6

6

4

ue

ve

z1e

z2e

3

7

7

7

7

7

7

7

7

7

7

5

C

2

6

6

6

6

6

6

6

4

m22

m11

.ve Cvd / 0

�
m11

m22

.ue Cud / 0

z2e Cz2d 0

�.z1e Cz1d / 0

3

7

7

7

7

7

7

7

5

"

re

z3e

#

;
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2

6

6

4

Pre

Pz3e

3

7

7

5

D

2

6

6

4

�
d33 Ck5

m33

�
k6

m33

1 0

3

7

7

5

"

re

z3e

#

; (4.49)

globallyK-exponentially stable at the origin. Proof ofK-exponential stability of the

above closed loop system is straightforward using the results on stability of cascade

systems in [17] and [69], and those of linear time-varying system theory in [6],

see [68] for details. It should be noted that the persistently exciting condition on the

yaw reference velocity, rd , is required to proveK-exponential stability of the closed

loop system (4.49).

Remark 4.3. The persistent exciting condition on the yaw reference velocity rd ex-

cludes a straight-line reference trajectory. In comparison with the direct Lyapunov

approach summarized below, it is difficult to deal with any external disturbances

and/or actuator dynamics using the linear time-varying approach.

Direct Lyapunov Approach

The direct Lyapunov method has been widely used in designing controllers for un-

deractuated ocean vessels. However, the use of the Lyapunov direct method for de-

signing control systems for underactuated ocean vessels is not straightforward due

to the underactuated nature of ocean vessels. We here describe typical results of

trajectory-tracking control based on the Lyapunov direct method.

Local Trajectory-tracking Results

An application of the recursive technique proposed in [70] for the standard chain-

form systems yields a high-gain based local tracking result in [59] for surface ships.

The experimental results of this proposed controller were reported in [71]. The con-

trol design in [59,71] starts from (4.46) as follows. First of all, the following restric-

tive assumption is made on the yaw reference velocity:

0 < rd min < jrd .t/j< rd max; (4.50)

where rd min and rd max are strictly positive constants. Motivated by the work in [70],

the authors define new error variables as

!1 D z1e �z2z3e;

!2 D z2e Cz1z3e;

y1 D ve C cuz3e Ck2!2; (4.51)

y2 D ue Ck1!1 �
k2.d �k2/

crd
!2;

y3 D z3e;
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where c D m11=m22, d D d22=m22, and k2 is a parameter to be determined later.

It should be stressed that the condition (4.50) on the yaw reference velocity, rd is

required so that the error transformations (4.51) are valid. With (4.51), the tracking

error system (4.46) is written in a triangular-like structure as follows:

P!1 D y2 �k1!1 C
k2.d �k2/

crd
!2 C!2rd � .v�z1re/y3;

P!2 D y1 �k2!2 �!1rd C ..1� c/uCz2re/y3;

Py1 D �cy2rd C .ck1 �k2/rd!1 � .d �k2/y1 C .c˝2 C cduC

k2..1� c/uCz2re//y3;

Py2 D˝2 �˝2d Ck1y2 �k2
1!1 C

1

crd
k1k2.d �k2/!2 Ck1rd!2 C

Prd

cr2
d

k2.d �k2/!2 �
1

crd
k2.d �k2/.y1 �k2!2 � rd!1/�

.k1.v�z1re/C
1

crd
k2.d �k2/..1� c/uCz2re//y3;

Py3 D re;

Pre D˝1 �˝1d ; (4.52)

where ˝1 and ˝2 are given in (4.30), and

˝1d D
�rd �d33rd C .m11 �m22/udvd

m33

;

˝2d D
�ud Cm22vd rd �d11ud

m11

: (4.53)

The triangular structure (4.52) allows us to use the backstepping technique [3] to

design the controls ˝1 and ˝2. In [71], the the controls ˝1 and ˝2 are designed as

˝1 D �a3.r �˛r /C P̨r ��y3;

˝2 D �a1y2 �
!1 C cardy1 �

�

�˝2d Ck1y2 �k2
1!1 C

1

crd
k1k2.d �k2/!2 Ck1rd!2 C

Prd

cr2
d

k2.d �k2/!2 �
1

crd
�

k2.d �k2/.y1 �k2!2 � rd!1/
�

; (4.54)

where

˛r D

�

�C
.!1z1 C!2z2/Cak2y1z2 Ck1y2z1 �
1

crd
k2.d �k2/y2z2

��1

�

�

�a2y3 C
!1v�
!2.1� c/u�ay1.c.˝2 Cdu/Ck2.1� c/u/C
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k1y2vC
1

crd
k2.d �k2/.1� c/uy2

�

C rd ;

� D �C
!1z1 C
!2z2 Cak2y1z2 Ck1y2z1 �
1

crd
k2.d �k2/y2z2: (4.55)

In (4.54) and (4.55), the control parameters k1, k2, a, a1, a2, a3, and � are positive

constants, and are chosen such that

k2 < d; k1 >
k2.d �k2/

2

c2r2
d min

;

1

k2.d �k2/
<
a



<

k1.d �k2/

.ck1 �k2/2r
2
d max

: (4.56)

It is noted that the virtual control ˛r given in (4.55) is solvable if and only if

� > �

�


!1z1 C
!2z2 Cak2y1z2 Ck1y2z1 �
1

crd
k2.d �k2/y2z2

�

: (4.57)

Proof of local exponential stability of the closed loop system consisting of (4.54),

(4.46), and (4.30) can be carried out by using the Lyapunov function

V D
1

2

!2

1 C
1

2

!2

2 C
1

2
ay2

1 C
1

2
y2

2 C
�

2
y2

3 C
1

2
.r �˛r /

2: (4.58)

Remark 4.4. There are two limitations of the aforementioned tracking controllers.

These limitations are described in conditions (4.50) and (4.57). The condition (4.50)

implies that the reference yaw velocity rd cannot be zero at any time. This restrictive

condition excludes a straight-line reference trajectory. The condition (4.57) implies

that the aforementioned trajectory-tracking result is inherently local. One can argue

that by the control parameters k1, k2, a, a1, a2, a3, and � may increase the size

of the attraction region. However, it is very hard to ensure this property since the

control parameters must satisfy various conditions specified in (4.56). In fact, this is

true, as said in [71].

Global Trajectory-tracking Results

Based on Lyapunov’s direct method and the passivity approach [72], two restricted

tracking solutions of an underactuated surface ship were proposed in [19]. We here

briefly summarize the result based on the passivity approach in [19]. The result

based on the standard backstepping technique [3] is discussed later. In [19], the

starting point is the tracking error system (4.46). The passivity based method con-

sists of two steps as follows.

Step 1

Design of the surge force �u: This force is designed based on the Lyapunov function
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V1 D
1

2

�

z1e ��1z2erd
�2

C
1

2
z2

2e C
�0

2
v2

e C
1

2
Nu2

e ; (4.59)

where Nue D ue �˛0 with

˛0 D ��2.z1e ��1z2erd /: (4.60)

In (4.59) and (4.60), the control parameters �0, �1 and �2 are chosen such that

c.t/D min

�

2�.�2 ��1r
2
d .t//; 2

�

�1r
2
d .t/�

m22

.1� �/�0d22

�

; 2�
d22

m22

; 2c1

�

� c�;

(4.61)

where c1 is a positive constant, 0 < � < 1, and c� is strictly positive. In (4.59) and

(4.60), ˛0 is understood as a virtual control of ue . From the first time derivative of

the Lyapunov function V1 given in (4.59) along the solutions of (4.46), a choice of

the surge force �u

�u D �ud Cm11

�

�
m22

m11

.vr �vd rd /C
d11

m11

ue � c1.ue C�2.z1e ��1z2erd //�

�

.z1e ��1z2erd /�
�0m11

m22

rdve

�

��2.ue Cz2erd Cz2re/C

�1�2 Prdz2e C�1�2rd .ve �z1erd �z1re/

�

(4.62)

gives

PV1 � �c.t/V1 C

�

.z1e ��1z2erd /.z2 C�1rdz1/�z2ez1 �
�0m11

m22

veu

�

re; (4.63)

where c.t/ is given in (4.61).

Step 2

Design of the yaw moment �r : This moment is designed based on the Lyapunov

function

V2 D V1 C
1

2
z2

3e C
1

2
Nr2
e ; (4.64)

where Nre D re �˛1 and

˛1 D �c2

�

.z1e ��1z2erd /.z2 C�1rdz1/�z2ez1 �
�0m11

m22

veuCz3e

�

; (4.65)

with c2 > 0. From the first time derivative of the Lyapunov function V2 given in

(4.64) along the solutions of (4.46), a choice of the yaw moment
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�r D �rd Cm33

�

�
m11 �m22

m33

.uv�udvd /C
d33

m33

re � c3 Nre C P̨1 �

�

.z1e ��1z2erd /.z2 C�1rdz1/�z2ez1 �
�0m11

m22

veuCz3e

��

(4.66)

where c3 > 0 results in

PV2 � �c.t/V1 � c2

�

.z1e ��1z2erd /.z2 C�1rdz1/�z2ez1 �

�0m11

m22

veuCz3e

�2

� c3 Nr2
e : (4.67)

This implies global asymptotic stability of the closed loop system at the origin as

long as the control parameters �0, �1, and �2 are chosen such that (4.61) holds.

Note that this condition is feasible only when the reference yaw velocity rd satisfies

the following restrictive condition

0 < r? � jrd .t/j � r?; (4.68)

where r? and r? are positive constants. In [19], the result based on the standard

backstepping technique also consists of two steps. The first step is to design the

surge force �u. This step is the same as Step 1 mentioned above. The second step

is to design the yaw moment �r . This step is slightly different from Step 2. In this

step, a simple controller to stabilize the .z3e; re/-subsystem, that is the third and last

equations of (4.46), is designed as

�r D �rd Cm33

�

�
m11 �m22

m33

.uv�udvd /C
d33

m33

re �k1z3e �k2re

�

: (4.69)

With the surge force �u and the yaw moment �r designed as in (4.62) and (4.70),

it is proven in [19] that the tracking errors .z1e , z2e , z3e , ue , ve , re/ exponentially

converge (not exponential stability of the closed loop system) to zero as long as the

following restrictive condition on the reference yaw velocity rd holds

Z t

t0

r2
d .�/d� � �r .t � t0/; 80� t0 � t <1; (4.70)

where �r is a strictly positive constant.

Remark 4.5. In comparison with the trajectory-tracking results in [71], we see that

the control design in [19] is much simpler and gives global solutions. However, the

restrictive conditions on the yaw reference velocity cannot be relaxed, see (4.68)

and (4.70). Moreover, it is only possible to find the control parameters such that

c.t/ given in (4.61) is strictly positive for vessels with a small ratio m22

d22
, i.e., the

vessels with large damping in the sway axis.
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Remark 4.6. A common restriction of the above results on trajectory-tracking con-

trol of underactuated ships is that the reference yaw velocity has to satisfy various

kinds of persistently exciting conditions. This implies that the reference trajectory

must be curved, and indeed excludes a straight-line reference trajectory, hence, it

substantially limits the practical use of the aforementioned control systems. A cu-

rious question is why all the above controllers suffer from the must-be-curved ref-

erence trajectory restriction. An answer is that the design of the above controllers

starts from the chained form (4.46). The reader will find that this book provides

various solutions for trajectory-tracking control of underactuated ships without im-

posing a persistent exciting condition on the yaw reference velocity. As such, we

will not use the chained form (4.46) but will project the tracking errors, x � xd ,

y�yd , and  � d , on the body-fixed frame.

Apart from the aforementioned results on trajectory-tracking control of under-

actuated ships there are a few more results that are worth reviewing. Using sliding

mode control, output redefinition and results on tracking of nonlinear nonminimum

phase system [73], a path controller for surface ships was proposed in [74]. How-

ever, the convergence of the combined output does not guarantee convergence of its

components. A continuous time-invariant state feedback controller was developed

in [75] to achieve global exponential position tracking under the assumption that

the reference surge velocity is always positive. Unfortunately, the orientation of the

ship was not controlled. In [76, 77], (see also [78]), the authors developed a high-

gain dynamic feedback control law to achieve global ultimate regulation and track-

ing of underactuated ships. The dynamics of the closed loop system is increased

due to the controller designed to make the state of the transformed system track the

auxiliary signals generated by some oscillator. The same approach was extended to

the case of adaptive tracking control in [77]. It is worth mentioning that in [47], a

time-varying velocity feedback controller was proposed to achieve both stabiliza-

tion and tracking of unicycle mobile robots at the kinematics level motivated by the

work in [18]. However this controller cannot be extended directly to the case of un-

deractuated ships or AUVs due to the nonintegrable second-order constraint. Some

related independent work includes [79,80] on localH1 tracking control and output

redefinition, and the trajectory planning approach, see [81, 82].

4.2.2.3 Path-following

Path-following is here defined as a control problem of forcing an underactuated ship

or AUV to follow a specified path at a desired forward speed. Due to the high de-

pendence on the reference model and complicated control laws of the trajectory-

tracking approach, several researchers have studied the path-following problem,

which is more suitable for practical implementation. The problem of path-following

for air and underwater vehicles was introduced in [83] where some local results

were obtained using linearization techniques. In [84], a feedforward cancelation of

simplified vessel dynamics scheme followed by a linear quadratic regulator design

was proposed to obtain local results on “track-keeping”. A fourth-order ship model
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in Serret–Frenet frame was used in [85] to develop a control strategy to track both

a straight line and a circumference under constant ocean current disturbance. The

ocean-current direction was assumed to be known. A path-following controller was

proposed in [86] by using a kinematic model written in polar coordinates, which

is inspired by the solution for mobile robots in [60]. However, the controller was

designed at the kinematic level with an assumption of constant ocean current and its

direction known to be to achieve an adjustable boundedness of the path-following

error. Since ocean vessels do not have direct control over velocities, a static mapping

implementation might result in an unstable closed loop system due to nonvanishing

environmental disturbances. Recently, a path-following controller based on a trans-

formation of the ship kinematics to the Serret–Frenet frame, which was used for

mobile robot control [44], on the path was proposed in [87], where an acceleration

feedback and linearization of ship dynamics were used. It is worth mentioning that

in [88, 89], a simple control scheme was proposed to make mobile robots follow a

specified path using a polar coordinate transformation. Since underactuated surface

ships have fewer numbers of actuators than the to-be-controlled degrees of freedom

and are subject to nonintegrable acceleration constraints, their dynamic models are

not transformable into a system without drifts. Therefore, the above control scheme

is not directly applicable. In [54], a continuous, periodic time-varying feedback con-

trol law was proposed to locally exponentially stabilize an underactuated underwater

vehicle at the origin. When the hydrodynamic restoring force in roll is large enough,

this controller can be used without a roll control torque. However the closed loop

system exhibits undesired oscillatory motions.

In [90], a linearization technique with an assumption of reference trajectories of

underwater vehicles, which are helices parameterized by the vehicles’ linear speed,

yaw rate, and path angle, was introduced to develop the so-called time-invariant

generalized vehicle error dynamics and kinematics. Various controllers were then

designed based on the gain-scheduling technique to yield some local stability result

about the trimming trajectories.

4.2.2.4 Output Feedback

Output feedback control of an underactuated ocean vessel is here defined as a control

problem of forcing the vessel to achieve the aforementioned tasks (stabilization,

trajectory-tracking, and path-following) without using measurements of the vessel’s

velocities for feedback. For ocean vessels, output feedback control usually consists

of two stages. The first stage is to design an observer to reconstruct unmeasured

states. Using the reconstructed states, a controller is designed to achieve control

objectives in the second stage. In the literature, there are two main approaches to

designing an observer for ocean vessels.

The first approach is based on the output-injection method applied directly to

the vessel’s equations of motion. This approach is simple and usually results in a

semiglobal observer due to the quadratic terms of the vessel’s velocities. Belong-

ing to this approach are the results presented in [11, 14, 91–94] on output feedback
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control of fully actuated ocean vessels or Lagrange systems. In addition, the reader

is referred to [93] for an exponential observer and output feedback controller for a

special class of multi-degree of freedom Lagrange systems without cross terms of

quadratic velocities, and to [14, 95–98] for output feedback control of robot manip-

ulators and rigid body without measurements of angular velocities. Another method

to design an observer is the use of contraction theory, see for example, [99, 100].

This method has been applied to Lagrange systems with monotonic velocity terms

but without any quadratic velocity terms. Below, we summarize the aforementioned

results on an observer design. We will show that a standard observer design cannot

be used to obtain a global exponential/asymptotical observer for the ocean vessel

system (1.1). Assume that the vessel velocity vector v is not measurable for feed-

back. We would then design an output injection observer to estimate v as follows:

PO� D J .�/ Ov CK01.�� O�/;

M POv D �C . Ov/ Ov �D. Ov/ Ov �g.�/C� CK02.�� O�/; (4.71)

where O� and Ov are estimates of � and v, respectively, and the positive definite sym-

metric matrices K01 2 R
6�6 and K02 2 R

6�6 are the observer gain matrices. It is

noted that in some of the aforementioned work, the observer gain matrices K01 and

K02 depend on the measurable state �. Letting the observer errors be

Q� D �� O�;

Qv D v � Ov (4.72)

and differentiating (4.72) along the solutions of (1.1) and (4.71) results in

PQ� D �K01 Q�CJ .�/ Qv;

M PQv D �K02 Q��
�

C .v/v �C . Ov/ Ov
�

�
�

D.v/v �D. Ov/ Ov
�

: (4.73)

The term
�

D.v/v �D. Ov/ Ov
�

does not cause a problem if the damping matrix D.v/

is monotonic, i.e.,
��

v � Ov
�T �

D.v/v �D. Ov/ Ov
�

is nonnegative for all v 2 R
6 and

Ov 2 R
6. However, we can see a serious problem with (4.73) because of the Coriolis

matrix, i.e.,
�

v � Ov/T
�

C .v/v �C . Ov/ Ov
�

is not nonnegative for all v 2 R
6 and Ov 2 R

6.

Therefore, only a local or semiglobal observer can be obtained.

The second approach involves a nontrivial coordinate transformation to trans-

form the vessel’s equations of motion to a new set of differential equations that are

linear in unmeasured states. Then the output-injection method is used to design an

observer. This approach usually results in a global observer if the nontrivial coor-

dinate transformation can be found. Unfortunately, this coordinate transformation

depends heavily on a solution of a set of partial differential equations, which in

general are hard to solve. The main idea of this approach is to find a coordinate

transformation

X D Q.�/v; (4.74)
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where Q.�/ is an invertible. This matrix is to be determined later. Substituting (4.74)

into (4.26) results in

P� D J .�/Q�1.�/X ;

PX D
h

PQ.�/v �Q.�/M �1C .v/v
i

�Q.�/M �1DQ�1X CQ.�/M �1�:

(4.75)

The goal is to determine the matrix Q.�/ such that

PQ.�/v �Q.�/M �1C .v/v D 0; (4.76)

for all � 2 R
3 and v 2 R

3. With (4.76), we can write (4.75) as

P� D J .�/Q�1.�/X ;

PX D �Q.�/M �1DQ�1X CQ.�/M �1�: (4.77)

It is seen that the transformed system (4.77) is linear in the unmeasured state X .

This allows us to design an exponential/asymptotical observer to estimate X . After

that an estimate, Ov, of v can be found from (4.74), i.e.,

Ov D Q�1.�/ OX ; (4.78)

where OX denotes an estimate of X . It is noted that combining the first equation of

(4.26) and (4.76) results in a set of partial differential equations. Finding a solution

to this set of partial differential equations is a hard task. A simple application of the

above idea gives the results in [101–104] for some single degree of freedom La-

grange systems. It is noted that the method of solving the set of partial differential

equations in [101–104] is not applicable for systems of more than one degree of

freedom. For more complicated Lagrange systems, it is hard to find a result in this

approach. However, the reader is referred to [105] where an output eedback con-

trol solution for simultaneous stabilization and tracking control of an underactuated

ODIN is given.

Remark 4.7. The main difficulty in designing an observer-based output feedback

for surface ships and Lagrange systems in general is because of the Coriolis matrix,

which results in cross terms of unmeasured velocities. In addition, the underactua-

tion of surface ships makes the output feedback problem much more challenging.

For example, many solutions proposed for robot control, see [14] and references

therein, cannot directly be applied. The reader will find that a set of special coor-

dinate transformations is derived in this book to transform the ship dynamics to a

system that is linear in unmeasured velocities, and another set of coordinate transfor-

mations that makes it possible to design global output feedback control controllers

for underactuated ships.
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4.3 Conclusions

This chapter presented the main control properties of ocean vessels. The literature on

the control of underactuated ocean vessels including ships and underwater vehicles

was then reviewed. Through this review, several challenging questions were raised.

These questions motivate contributions of the coming chapters of this book.



Part III

Control of Underactuated Ships



Chapter 5

Trajectory-tracking Control of Underactuated
Ships

This chapter addresses the problem of trajectory-tracking control of underactuated

surface ships. In particular, we present a method to design a controller for under-

actuated surface ships with only surge force and yaw moment available to globally

asymptotically track a reference trajectory generated by a suitable virtual ship. The

reference yaw velocity does not have to satisfy a persistently exciting condition as

was often required in previous literature. Hence, the reference trajectory is allowed

to be a curve including a straight line and a circle. In addition, a new solution to

global K-exponential tracking as given in previous work is obtained. The control

development is based on Lyapunov’s direct method and the backstepping technique,

and utilizes passive properties of ship dynamics and their interconnected structure.

5.1 Control Objective

We consider an underactuated ship with simplified dynamics meaning that all off-

diagonal terms of the linear and nonlinear damping matrices, and environmental dis-

turbances induced by waves, wind and ocean currents are ignored. For the reader’s

convenience the mathematical model of an underactuated ship moving in surge,

sway, and yaw directions, see Section 3.4.1.2, is rewritten as

Px D ucos. /�v sin. /;

Py D usin. /Cv cos. /;

P D r;

PuD m22

m11
vr � d11

m11
uC 1

m11
�u; (5.1)

Pv D �m11
m22

ur � d22

m22
v;

Pr D m11�m22
m33

uv� d33

m33
rC 1

m33
�r ;

89
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where all symbols in (5.1) are defined as in Section 3.4.1.2. The available control

inputs are the surge force �u and the yaw moment �r . Since the sway control force is

not available, the ship model (5.1) is underactuated. The tracking control problem is

to force the underactuated ship to track a reference trajectory generated by a virtual

ship as

Pxd D ud cos. d /�vd sin. d /;

Pyd D ud sin. d /Cvd cos. d /;

P d D rd ;

Pud D m22

m11
vd rd � d11

m11
ud C 1

m11
�ud ; (5.2)

Pvd D �m11
m22

ud rd � d22

m22
vd ;

Prd D .m11�m22/
m33

udvd � d33

m33
rd C 1

m33
�rd ;

where all variables have similar meanings as in system (5.1) for the virtual reference

ship. In this chapter, we propose a novel method to design a controller such that it

forces the ship model (5.1) to globally asymptotically track a reference trajectory

generated by a virtual ship described by (5.2) under the following assumption.

Assumption 5.1.

1. The reference signals ud , rd , Pud , Rud and Prd are bounded.

2. One of the following conditions holds:

(1) There exists a positive constant �r such that, for any pair of .t0; t /; 0 � t0 �
t <1,

t
Z

t0

r2d .�/d� � �r .t � t0/: (5.3)

(2) There exist constants �min
u > 0; �1 � 0 and �2 > 0 such that

�min
u � jud .t/j ; jrd .t/j � �1e

��2.t�t0/; 8 t � t0 � 0: (5.4)

Remark 5.1. A persistently exciting condition similar to (5.3) is also required in

[19, 71, 106], and (5.4) implies that the sign of ud .t/ remains unchanged. However,

we only require either (5.3) or (5.4) to be satisfied. Assumption 5.1 is quite realistic

from a practical point of view. Roughly speaking, either rd or ud is allowed to ap-

proach zero. When both rd and ud are equal to zero, the tracking problem becomes

one of stabilizing (5.1) and cannot be solved by any time-invariant smooth feedback.

It is also noted that the exponential vanishing of rd in (5.4) can be easily replaced

by
1
R

0

jrd .t/jdt � #; 0� # <1.

In [19, 71, 106], a coordinate transformation of the form
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z1 D cos. /xC sin. /y;

z2 D �sin. /xC cos. /y; (5.5)

z3 D  

was used for both (5.1) and (5.2), then different controllers were designed for the

resulting tracking error system. Consequently, the reference yaw velocity rd must

satisfy persistently exciting conditions of various kinds. Hence, the way-point track-

ing is excluded from consideration. In addition, the physical meaning of the tracking

errors is less clear. To overcome the above-mentioned drawbacks, we introduce the

position and orientation errors

x�xd ;
y�yd ; (5.6)

 � d

in a frame attached to the ship body, see Figure 5.1. In this figure, OEXEYE is the

earth-fixed frame,ObXbYb is the body-fixed frame, and CG is the center of gravity

of the ship. With the above definition in mind, we have the error coordinates

v
u

d

y

x

ye xe
du

e

dx

dy

CG

bO

dY
bY

bX

dO

Virtual ship Real ship

EY

EX
EO

dX

dv

Figure 5.1 Definition of tracking errors

2

4

xe
ye
 e

3

5D

2

4

cos. / sin. / 0

�sin. / cos. / 0

0 0 1

3

5

2

4

x�xd
y�yd
 � d

3

5 : (5.7)
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Indeed, convergence of Œxe ye  e�
T to zero implies that of Œx�xd y�yd  � d �T

since the matrix
2

4

cos. / sin. / 0

�sin. / cos. / 0

0 0 1

3

5

is nonsingular for all  2 R. We also define the velocity tracking errors as

ue D u�ud ;
ve D v�vd ; (5.8)

re D r � rd :

Then, differentiating both sides of (5.7) and (5.8) along the solutions of (5.1) and

(5.2) results in

Pxe D ue �ud .cos. e/�1/�vd sin. e/C reye C rdye;

Pye D ve �vd .cos. e/�1/Cud sin. e/� rexe � rdxe;
P e D re;

Pue D m22

m11
vr � d11

m11
uC 1

m11
�u� Pud ; (5.9)

Pve D �m11
m22

uerd � m11

m22
.ue Cud /re � d22

m22
ve;

Pre D .m11�m22/
m33

uv� d33

m33
rC 1

m33
�r � Prd :

It is now clear that the tracking problem of underactuated surface ships becomes

one of stabilizing (5.9) at the origin since, as has already been mentioned conver-

gence of xe , ye , and  e to zero implies that of x � xd , y � yd , and  � d . In

particular, we will design explicit expressions for �u and �r such that kXe.t/k �

 .kXe.t0/k/e��.t�t0/, t0 � 0, Xe.t0/ 2 R

6, with Xe D Œxe; ye;  e; ue; ve; re�
T , 


being a class-K function, and � being a nonnegative continuous decreasing func-

tion of k.Xe.t0/k. When Assumption 5.1 satisfies (5.3), it can be shown that � is a

positive constant, i.e., global K-exponential tracking is achieved.

5.2 Control Design

In this section, a procedure to design a global asymptotic stabilizer for the tracking

error system (5.9) is presented. The triangular structure of (5.9) suggests that we

design the actual controls �u and �r in two stages. First, we design the virtual ve-

locity controls ue and re to globally asymptotically stabilize xe; ye;  e , and ve at

the origin. Based on the backstepping technique, the controls �u and �r will then be

designed.
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By looking at (5.9), we can directly see that xe and  e can be stabilized at the

origin by ue and re . There are several options to stabilize ye at the origin. We can

either use re , ve or  e . If re is directly used, the control design will be extremely

complicated since re enters all of the three equations of (5.9). In addition, re couples

with xe and ye in the first and second equations of (5.9), respectively. This causes

difficulties in obtaining a global solution. On the other hand, the use of ve to stabilize

ye at the origin will result in an undesired feature of the vehicle control practice,

namely the vehicle will slide in the sway direction. Hence we will choose  e to

stabilize the sway error ye at the origin. This also coincides with the ship control

practice as described in [107]: A good helmsman will use the ship course angle

rather than use the ship sway velocity to steer the ship. Toward this end, we define

the following coordinate

ze D  e C arcsin

 

kud ye
p

1Cx2e Cy2e

!

; (5.10)

where k is a positive constant satisfying

kumax
d � k� (5.11)

for some positive constant k� < 1 to be chosen later in the stability analysis. umax
d

denotes the maximum value of jud j. It is seen that (5.10) is well defined and con-

vergence of xe; ze , and ye to zero implies that of  e . Using (5.10) instead of

ze D  e C kye , we avoid the ship whirling around for large ye . This equation is

also different from the one in [108] and [18], which resulted in a local tracking

result for mobile robots. With (5.10), the ship error dynamics (5.9) are rewritten as

Pxe D ue Cud .1�$e/Ckudvdye$e1C reye C rdye Cpx ;

Pye D ve Cvd .1�$e/�ku2dye$e1� rexe � rdxe Cpy ;

Pve D �˛ve �ˇuerd �ˇ .ue Cud /re;

Pze D
�

1�kud$�1
e2 xe

�

re C$�1
e2 .pz Cpu/�kudxeye$�1

e2 $
2
e1 Que; (5.12)

Pue D m22

m11
vr � d11

m11
.ue Cud /C

1

m11
�u� Pud ;

Pre D m11�m22
m33

uv� d33

m33
.re C rd /C

1

m33
�r � Prd ;

where, for notational simplicity, we have defined

˛ D d22

m22
; ˇ D m11

m22
;

px D �..cos.ze/�1/ud C sin.ze/vd /$e �
.sin.ze/ud � .cos.ze/�1/vd /kudye$e1;

py D �..cos.ze/�1/vd � sin.ze/ud /$e �
.sin.ze/vd C .cos.ze/�1/ud /kudye$e1;
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pz D kudpy �kudye
�

xepx Cyepy
�

$2
e1;

pu D kudve Ckudvd .1�$e/�k2u3dye$e1�kud rdxe Ck Pudye �
kud$

2
e1ye

�

xeu
d
e Cxeud .1�$e/Ckudvd$e1xeye Cyeve C

yevd .1�$e/�ku2d$e1y
2
e

�

;

$e1 D
s

1

1Cx2e Cy2e
;

$e2 D
q

1Cx2e C .1� .kud /2/y2e ;
$e D $e1$e2; (5.13)

with ude and Que being defined in (5.15). Before designing the control laws, �u and

�r , we note from (5.11) that

0 < 1�k� � 1� xe

$e2

kud : (5.14)

This allows us to design global control laws �u and �r to asymptotically stabilize

(5.12) at the origin. The control design consists of two steps as follows.

Step 1

We define the following virtual control errors

Que D ue �ude ;
Qre D re � rde ; (5.15)

where ude and rde are the virtual velocity controls of ue and re , respectively.

The virtual surge and yaw velocity controls are chosen as

ude D �k1xe Ck2rdye;

rde D rd1e C rd2e (5.16)

where

rd1e D � 1

$e2�kudxe
pu; (5.17)

rd2e D � 1

$e2�kudxe
.k3$e2ze Cpz/ ; (5.18)

and ki ; i D 1; 2; 3, are positive constants to be selected later. We have written rde as

a sum of rd1e and rd2e to simplify notation in the stability analysis later.

Remark 5.2. Unlike the standard application of the backstepping technique, in order

to reduce complexity of the controller expressions, we have chosen a simple virtual

control law ude without canceling the known terms. The first term in ude is used to
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stabilize the xe-dynamics while the second term plays the role of stabilizing the

ye-dynamics when (5.3) holds. From (5.17) and (5.13), we observe that rd1e is Lips-

chitz in .xe;ye;ve/ and with (5.18), rd2e exponentially vanishes when ze does. This

observation plays a crucial role in the stability analysis of the closed loop system.

Step 2

Differentiating (5.15) along the solutions of (5.12) and (5.16) yields

PQue D m22

m11
vr � d11

m11
uC 1

m11
�u� Pud � Pude ;

PQre D .m11�m22/
m33

uv� d33

m33
rC 1

m33
�r � Prd � Prde ; (5.19)

where Pude and Prde are the first time derivatives of ude and rde along the solutions of

(5.12).

From (5.19) we choose the actual controls �u and �r without canceling the useful

damping terms as

�u Dm11

�

�ı1 Que � m22

m11
vrC d11

m11
.ude Cud /C Pud C Pude

�

;

�r Dm33

�

�ı2 Qre � .m11�m22/
m33

uvC d33

m33
.rde C rd /C Prd C Prde

�

; (5.20)

where ı1 and ı2 are positive constants to be chosen later. Substituting (5.16) and

(5.20) into (5.12) yields the closed loop system

PX1e D f1.t;X1e/Cg1.t;X1e;X2e/;

PX2e D f2.t;X1e;X2e/;
(5.21)

where X1e D Œxe ye ve�
T , X2e D Œze Que Qre�T ,

f1.t;X1e/D

2

4

�k1xe Ck2rdye Cud .1�$e/C .kudvd$e1C rd1e C rd /ye
ve Cvd .1�$e/�ku2d$e1ye � rd1exe � rdxe
�˛ve �ˇude rd �ˇ .ude Cud /r

d
1e

3

5 ;

(5.22)

g1.t;X1e;X2e/D

2

4

rd2eye C Qreye Cpx C Que
�rd2exe � Qrexe Cpy
�ˇ

�

Querd C Que.rd1e C rd2e C Qre/C .ude Cud /.r
d
2e C Qre/

�

3

5 ;

(5.23)

f2.t;X1e;X2e/D

2

4

�k3ze C .1�kudxe=$e2/ Qre �kudxeye$2
e1 Que=$e2

�.ı1Cd11=m11/ Que
�.ı2Cd33=m33/ Qre

3

5 :

(5.24)
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The time dependence in f1.t;X1e/, g1.t;X1e;X2e/ and f2.t;X1e;X2e/ results

from the time-varying reference velocities. We now state our main result, the proof

of which is given in the next section.

Theorem 5.1. Assume that the reference signals .xd ;yd ; d ;vd / are generated by

the virtual ship model (5.2) and that the reference velocities .ud ; rd / satisfy Assump-

tion 5.1. If the state feedback control law (5.20) is applied to the ship system (5.1)

then the tracking errors x.t/�xd .t/, y.t/�yd .t/,  .t/� d .t/, and v.t/�vd .t/
converge to zero asymptotically from arbitrary initial values with an appropriate

choice of the design constants ki ; 1 � i � 3 and ıj ; j D 1;2, i.e., the closed loop

system (5.21) is GAS at the origin. Furthermore if Assumption 5.1 holds with (5.3),

the closed loop system (5.21) is globally K-exponentially stable at the origin.

5.3 Stability Analysis

To prove the global asymptotic stability at the origin of the closed loop system

(5.21), we note that (5.21) consists of two subsystems, X1e and X2e , in an intercon-

nected structure. If X1e does not appear in the second equation of (5.21), we can

use the stability analysis approaches for a cascaded system in [17]. One might claim

that if the system

PX1e D f1.t;X1e/;

PX2e D f2.t;X1e;X2e/ (5.25)

is uniformly globally asymptotically stable (UGAS), and the term g1.t;X1e;X2e/

somehow is of linear growth in X1e , then the closed loop system (5.21) is UGAS.

However, we are interested in proving stronger stability properties of (5.21). Hence

we present the following lemma.

Lemma 5.1. Consider the following nonlinear system:

Px D f .t;x/Cg.t;x;�.t// (5.26)

where x 2 R
n; �.t/ 2 R

m, f .t;x/ is piecewise continuous in t and locally Lipschitz

in x. Assume the following:

C1. There exists a proper function V.t;x/ satisfying:

c1 kxk2 � V.t;x/� c2 kxk2 ;









@V

@x
.t;x/









� c3kxk;

@V

@t
C @V

@x
f .t;x/� �l1.t/kxk2� l2.t/

kxk2
q

1Ckxk2
; (5.27)
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where ci > 0; i D 1;2;3, and the pair l1.t/ and l2.t/ satisfy one of the conditions:

1.
R t

t0
l1.�/d� � �1.t � t0/; �1 > 0 and l2.t/� 0; 8t � t0 � 0,

2. 0 < �2 � l2.t/ <1; and jl1.t/j � �1e
��2.t�t0/; �1 � 0; �2 > 0; 8t � t0 � 0.

C2. g.t;x;�.t// grows linearly in x:

kg.t;x;�.t//k � .�1C�2 kxk/k�.t/k ; �i � 0; i D 1;2:

C3. �.t/ vanishes exponentially: k�.t/k � 
0 .k�.t0/k/e��0.t�t0/; �0 > 0; 8t �
t0 � 0; with 
0 being a class-K function.

Then, the solution x.t/ of (5.26) is GAS in the sense that

kx.t/k � 
 .k.x.t0/;�.t0//k/e�.�1C�2/.t�t0/; 8t � t0 � 0; �1 � 0; (5.28)

where 
 is a class-K function, �2 is a nonnegative continuous decreasing function

of k.x.t0/;�.t0//k, and �1 > 0 if condition C1 holds with 1. It can be understood

that �.t/ is generated from a globally K-exponentially stable dynamic system.

Proof. We first consider the case of condition C1 satisfying 1. From conditions C1,

C2, and C3, we have

PV � � l1.t/
c2

V C c3

�

�1p
c1

p
V C �2

c1
V

�


0 .k�.t0/k/e��0.t�t0/: (5.29)

By defining �.t/D
p

V.t/, we can rewrite (5.29) as

P�.t/� �
�

l1.t/

2c2
� c3�2

2c1

0 .k� .t0/k/ e��0.t�t0/

�

�.t/C c3�1

2
p
c1

�


0 .k� .t0/k/ e��0.t�t0/: (5.30)

Solving the differential inequality (5.30) readily yields (5.28). It is of interest to note

that in this case, the system (5.26) is GES due to independence of �1 in (5.28) on

k.x.t0/;�.t0//k. We now move to the case of condition C1 satisfying 2. We first

show that x.t/ is bounded for all t � t0 � 0. From conditions C1, C2, and C3, we

have

PV � �1e
��2.t�t0/ kxk2� l2.t/

kxk2
q

1Ckxk2
C

c3 kxk.�1C�2 kxk/
0 .k�.t0/k/e��0.t�t0/ (5.31)

� c3

�

�1p
c1

p
V C �2

c1
V

�


0 .k�.t0/k/e��0.t�t0/C �1

c1
e��2.t�t0/V:

From (5.31), it is not hard to show that the solution x.t/ is bounded by kx.t/k �
b .k.x.t0/;�.t0//k/ with b being a class-K function. By utilizing this bound and
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condition C1, we can rewrite the first line in (5.31) as

PV � � �2

c2
p
1Cb2

V C c3

�

�1p
c1

p
V C �2

c1
V

�


0 .k�.t0/k/e��0.t�t0/C �1

c1
�

e��2.t�t0/V: (5.32)

By defining �.t/D
p

V.t/, we rewrite (5.32) as follows:

P�.t/� �
�

�2

2c2
p
1Cb2

� c3�2

2c1

0 .k� .t0/k/ e��0.t�t0/� �1

2c1
e��2.t�t0/

�

�

�.t/C c3�1

2
p
c1

0 .k� .t0/k/ e��0.t�t0/: (5.33)

Again, solving the differential inequality (5.33) readily yields (5.28). �

We now view our closed loop system (5.21) as a form of the system studied in

Lemma 5.1 with X1e.t/ as x.t/, and X2e.t/ as �.t/. In the following, we will show

that the closed loop system (5.21) satisfies all the conditions C1, C2, and C3.

Verifying Condition C1. To verify condition C1 of Lemma 5.1 for the system

PX1e D f1.t;X1e/; (5.34)

the first time derivative of the following Lyapunov function

V1 D 1

2
x2e C 1

2
y2e C k4

2
.ve Ck5ye/

2; (5.35)

where k4 and k5 are positive constants, along the solutions of (5.34) satisfies

PV1 D �k1x2e �ˇk2k4k5r2dy
2
e �ku2d .1Ck4k25/$e1y

2
e �k4.˛�k5/v2e CM; (5.36)

where

M D k2rdxeye C .1�$e/.udxe Ck4k5vd .ve Ck5ye/Cvdye/Ckudvd$e1�
xeye �k2k4ˇr2dyeve �k4k5ku2d$e1yeve �ˇk4.ve Ck5ye/.k2rdye Cud /r

d
1e;

(5.37)

and we have chosen

ˇk1�k5 D 0; 1�k4.˛�k5/k5 D 0 (5.38)

to cancel some common terms. In addition, we note that

1�$e D .kud /
2y2e

p

1Cx2e Cy2e

�

p

1Cx2e Cy2e C
p

1Cx2e C .1� .kud /2/y2e
� : (5.39)
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We now write M DM1C
P4
iD1Ni , where

M1 D k2rdxeye C .1�$e/.udxe Ck4k5vd .ve Ck5ye/Cvdye/C
kudvd$e1xeye �k2k4ˇr2dyeve �k4k5ku2d$e1yeve;

N1 D �ˇk2k4rdyeverd1e; N2 D �ˇk4udverd1e;
N3 D �ˇk2k4k5rdy2e rd1e; N4 D �ˇk4k5rdyerd1e: (5.40)

Applying (5.39) and the completing square to (5.40) yields

M1 � 1

4"1

�

k2Cku2d Ckv2d
�

x2e C .k2"1Cˇk2k4"2/r
2
dy

2
e C

.2k"1C2kk4k5"3/
u2
d
y2e

p

1Cx2e Cy2e
Ck.1Ck4k

2
5/ judvd j� (5.41)

y2e
p

1Cx2e Cy2e
C
 

kk4k5v
2
d

4"3
C
ˇk2k4r

2
d

4"2
C
kk4k5u

2
d

4"3

!

v2e ;

N1 � ˇk2k4k

1�k�

 

jud rd j
p

1�k2
�

Cjud rd jC 1

4"2

��

u2
d

�

v2
d

C r2
d

�

C2k
ˇ

ˇu3
d

ˇ

ˇC

Pu2
d

p

1�k2
�

C .k1Ck2r
2
d
/u2
d

Ck2
�
u4
d

Ck2
�
v2
d

Cjudvd j
!!!

v2e C ˇk2k4

1�k�

�
 

k"2

 

3Ck1Ck2C2k
ˇ

ˇu3
d

ˇ

ˇC 1
p

1�k2
�

Cjudvd j
!

Ck2
�
"2

!

r2
d
y2e ;

(5.42)

N2 � ˇk4k

1�k�

�

2u2
d

Cu2
d

jrd j"1C 1

4"3

�

k2
�
u2
d
v2
d

C2ku4
d

C Pu2
d

Ck1u
2
d

C

k2u
2
d
r2
d

Ck2
�
u4
d

Cku4
d
v2
d

Ck2
�
u2
d
v2
d

��

v2e C
ˇkk4u

2
d

jrd j
.1�k�/4"1

x2eC

ˇk4"3k

1�k�

 

3k2
�

C2ku2
d

C 1
p

1�k2
�

Ck1Ck2Ck

!

u2
d
y2e

p

1Cx2e Cy2e
;

(5.43)

N3 � ˇk2k4k5k

1�k�

 

2"2
p

1�k2
�

Cjud jCk2 jud j
!

r2
d
y2e C ˇk2k4k5k

1�k�

�
 

j Pud j
p

1�k2
�

Ck1 jud j
!

jrd jy2e C ˇk4k5k2k

1�k�

 

2k jud rd j
p

1�k2
�

Ck2 jrdvd jC

k2
�

Ck jrdvd jCk2 jud rdvd j
� u2

d
y2e

p

1Cx2e Cy2e
C

ˇk2k4k5ku
2
d
v2e

.1�k�/2"2
p

1�k2
�

;

(5.44)
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N4 � ˇk4k5

1�k�

ku2
d

2"3
v2e C

ˇk4k5ku
2
d

1�k�

1

4"1
x2e C

ˇk4k5ku
2
d
"1

1�k�

r2
d
y2eC

ˇk4k5k j Pud j
.1�k�/

p

1�k2
�

jud jy2e
p

1Cx2e Cy2e
C ˇk4k5k

1�k�

 

"3
p

1�k2
�

C2k2
�

jvd jC

2ku2
d

Ck1Ck2 jrd jCk2
�

jud jCk judvd jC1
� u2

d
y2e

p

1Cx2e Cy2e
:

(5.45)

Substituting (5.37) with (5.41)–(5.45) into (5.36) yields

PV1 � ��1.t/x2e ��21.t/y2e � �22.t/y
2
e

p

1Cx2e Cy2e
��3.t/v2e ; (5.46)

where

�1.t/D k1� 1

4"1

 

k2Cku2d Ckv2d C
ˇk4ku

2
d

jrd j
1�k�

C
ˇk4k5ku

2
d

1�k�

!

;

�21.t/D �211.t/r
2
d ��212.t/ jrd j ;

�211.t/D
�

ˇk2k4.k5� "2/�k2"1� ˇk2k4

1�k�

.k"2 .3Ck1Ck2C

2k
ˇ

ˇu3d
ˇ

ˇC 1
p

1�k2
�

Cjudvd j
!

Ck2
�
"2

!

� ˇk2k4k5

1�k�

�
 

2k"2
p

1�k2
�

Ck jud jCkk2 jud j
!

�
ˇk4k5ku

2
d
"1

1�k�

#

;

�212.t/D ˇk2k4k5

1�k�

 

k j Pud j
p

1�k2
�

Ckk1 jud j
!

;

�22.t/D �221.t/u
2
d ��222.t/ jud j ;

�221.t/D k.1Ck4k
2
5/�2k"1�2k4k5k"3� ˇk4"3k

1�k�

�
�

3k2
�

C2ku2d C 1
p

1�k2
�

Ck1Ck2Ck
�

� ˇk4k5k2k

1�k�

�
 

2k jud rd j
p

1�k2
�

Ck2 jrdvd jCk2
�

Ck jrdvd jCk2 jud rdvd j
!

�

ˇk4k5k

1�k�

 

"3
p

1�k2
�

C2k2
�

jvd jC2ku2d Ck1Ck2 jrd jC

k2
�

jud jCk judvd jC1
�

;

�222.t/D k.1Ck4k
2
5/ jvd jC ˇk4k5k j Pud j

.1�k�/
p

1�k2
�

;
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�3.t/D k4 .˛�k5/�
kk4k5v

2
d

4"3
�
ˇk2k4r

2
d

4"2
�
kk4k5u

2
d

4"3
�

ˇk2k4k5ku
2
d

.1�k�/2"2
p

1�k2
�

� ˇk4k5

1�k�

ku2
d

2"3
� ˇk2k4k

1�k�

�
 

jud rd j
p

1�k2
�

Cjud rd jC 1

4"2

�

u2d .v
2
d C r2d /C2k

ˇ

ˇu3d
ˇ

ˇ C

Pu2
d

p

1�k2
�

C .k1Ck2r
2
d /u

2
d Ck2

�
u4d Ck2

�
v2d Cjudvd j

!!

�

ˇk4k

1�k�

�

2u2d Cu2d jrd j"1
1

4"3

�

k2
�
u2dv

2
d C2ku4d C Pu2dC

k1u
2
d Ck2u

2
d r
2
d Ck2

�
u4d Cku4dv

2
d Ck2

�
u2dv

2
d

��

(5.47)

for some positive constants "i ; i D 1;2;3. The time dependence of �1, �21, �22,

and �3 is due to the time-varying reference velocities. Hence condition C1 is satis-

fied if there exist positive constants k4 and k5, and the design constants k, k1, and

k2 such that the following conditions are satisfied:

1. kumax
d

� k� < 1, ˇk1 � k5 D 0; 1� k4.˛ � k5/k5 D 0, �1.t/ � ��

1 ; �3.t/ �
��

3 ; 8t � 0,

2. �221.t/� 0; �
�r

211��m212rmax
d

��m222umax
d

� ��

21, if (5.3) holds, see Assumption

5.1,

3. �22.t/� ��

22, if (5.4) holds, see Assumption 5.1,

where ��

1 , ��

21, ��

22, and ��

3 are some positive constants, �m212 and �m222 are the

values of �211.t/ and �212.t/ with the maximum values of jud .t/j, j Pud .t/j and

jrd .t/j substituted in, and rmax
d

denotes the maximum value of jrd j. We now need to

show that the above constants always exist. From (5.38), we have

k1 D k5

ˇ
; k5 D ˛

2
�

s

˛2

4
� 1

k4
: (5.48)

It is noted that we take k5 D ˛
2

�
q

˛2

4
� 1
k4

instead of k5 D ˛
2

C
q

˛2

4
� 1
k4

since we

want to have a small k5 for the condition �3.t/� ��

3 > 0. We choose k4 � 4=˛2 to

make k5 real and positive, and set k2 D ık with ı being a small positive constant,

say ı � max.umax
d
; Pumax
d
; rmax
d
/, with Pumax

d
being the maximum of j Pud j. By observing

from all functions �i .t/; i D 1;21;22;3 that their negative parts have k as a factor,

and that the mass including added mass in the sway dynamics,m22, is always larger

than that in the surge dynamics, m11, for surface ships, i.e., ˇ < 1, therefore we can

always find a positive constant k or even k D 0 such that the conditions 1 and 2 hold

for some small "i > 0; i D 1;2;3. For simplicity, one can take "i D ˇ. In fact, k D 0

results in the controllers proposed in [19,106] (with nonzero k2 selected). However

if k D 0 the condition 3 cannot be satisfied. Hence we should choose k to be a small

positive constant. Note that a small k automatically implies a small k�. The value
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of this constant should be reduced if the reference yaw, rd , and surge, ud , velocities

and surge acceleration, Pud , are large. The physical meaning of this interpretation is

that the distance from the ship to the point it aims to track should be increased if

the velocities are large, otherwise the ship will miss that point due to high velocities.

Furthermore if ˛ is small, k5 is automatically small. This physically means that if the

damping in the sway is small, the control gain in the surge dynamics should also be

small, otherwise the ship will slide in the sway direction. This can be mathematically

seen from the expression of�3.t/. Due to complicated expressions of�i .t/, we give

a simple procedure to choose the design constants k1 and k2 rather than present their

complex explicit expressions.

1. Pick a small positive constant k, say k << max.umax
d
; rmax
d
; Pumax
d
/, ı such that

ı � max.umax
d
; rmax
d
/ and set k2 D ık, k4 D 4=˛2.

2. Substitute (5.48) into �i .t/and slowly increase k and k4 until all conditions 1, 2,

and 3 hold with arbitrarily positive constants ��

1 ; �
�

21; �
�

22, and ��

3 .

Once conditions 1, 2, and 3 hold, the design constant k1 is calculated from (5.48)

and k2 D ık. Based on the above choice of design constants, it directly follows that

� if (5.3) holds:

PV1 � ���

1x
2
e �

�

�m211r
2
d ��m212rmax

d ��m222umax
d

�

y2e ���

3v
2
e ; (5.49)

� if (5.4) holds:

PV1 � ���

1x
2
e � ��

22y
2
e

p

1Cx2e Cy2e
���

3v
2
e C

.j�211.t/j�1Cj�212.t/j/�1e��2.t�t0/y2e : (5.50)

It is now seen that condition C1 of Lemma 5.1 follows readily from (5.50) since

the last term in the second line of (5.50) is linear in y2e and its coefficient exponen-

tially vanishes, see also proof of Lemma 5.1.

Remark 5.3. When the reference surge and sway velocities and surge acceleration

are very large, the above procedure will result in very small control gains k, k1,

and k2, which will give very slow convergence. Hence it is suggested that for large

ud , rd , and Pud , the control gains k, k1, and k2 should be chosen such that either

conditions 1 and 2 or 1 and 3 hold to improve the convergence. The trade-off is that

some “switches” in the control gains for different reference trajectories will occur.

Verifying Condition C2. We need to show that g1.t;X1e;X2e/ satisfies condition

C2. It can be seen that

$e � 1;

kud$e1ye � k�;

jsin.ze/=zej � 1; (5.51)

j.cos.ze/�1/=zej � 1:



5.4 Simulations 103

From (5.13) and (5.51), it is not hard to show that:

jpxj � .1Ck�/.jud jC jvd j/ jzej ;
ˇ

ˇpy
ˇ

ˇ� .1Ck�/.jud jC jvd j/ jzej ; (5.52)

jpzj � k�
�

2
ˇ

ˇpy
ˇ

ˇCjpxj
�

:

Applying (5.52) to (5.21) and noting Remark 5.3 yields the condition C2 readily.

Verifying Condition C3. This condition is verified by showing that the X2e-

subsystem is GES. Take the following quadratic function:

V2 D 1

2

�

z2e C Qu2e C Qr2e
�

: (5.53)

Differentiating (5.53) along the solutions of the X2e-subsystem satisfies

PV2 � �.k3�1:5/z2e �
�

ı1C d11

m11
�0:5

�

Qu2e �
�

ı2C d33

m33
�1
�

Qr2e
� ��2V2; (5.54)

where

�2 D min

�

2.k3�1:5/ ; 2
�

ı1C d11

m11
�0:5

�

; 2

�

ı2C d33

m33
�1
��

:

Thus it suffices to choose the design constants k3; ı1, and ı2 such that

k3 > 1:5;

ı1 � 0:5; (5.55)

ı2 � 1:

Hence condition C3 follows from (5.54). We have thus verified all the conditions of

Lemma 5.1. Therefore the closed loop system (5.21) is GAS at the origin.

Remark 5.4. From the proof of Theorem 5.1 and Lemma 5.1, it is seen that when

the yaw reference velocity rd satisfies the persistently exciting condition as stated

in Assumption 5.1, the tracking error system is GES. This is the case reported in

[19,71,106] based on different approaches. Therefore the results in those papers are

a special case of the result in Theorem 5.1.

5.4 Simulations

This section validates the control laws (5.20) by simulating them on a monohull ship

with the length of 32 m, mass of 118�103 kg, and other parameters are calculated

by using MARINTEK Ship Motion program version 3.18, a program for calculating
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the added mass and damping matrices of the ship, as

m11 D 120�103kg; m22 D 177:9�103kg; m33 D 636�105kgm2;

d11 D 215�102kgs-1; du2 D 43�102kgm�1; du3 D 21:5�102kgsm�2;

d22 D 117�103kgs-1; dv2 D 23:4�103kgm�1; dv3 D 11:7�103kgsm�2;

d33 D 802�104kgm2s�1; dr2 D 160:4�104kgm2; dr3 D 80:2�104kgm2s;

dui D 0; dvi D 0; dri D 0; 8i > 3:

This ship has a minimum turning circle with the radius of 150 m, a maximum surge

force of 5:2�109 N, and a maximum yaw moment of 8:5�108 Nm. From the ship

parameters, we have ˛ D 0:54 and ˇ D 0:55. The reference trajectory is generated

by the virtual ship (5.2) where the reference surge force �ud is taken as �ud D d11�
m22vd rd , and the reference yaw moment �rd is taken as �rd D �.m11�m22/ud rd
for the first 800 seconds and �rd D �.m11�m22/ud rd C0:01d33 for the last 1000

seconds. This choice means that the reference surge velocity ud is 1ms�1 over the

entire simulation time, and that the reference trajectory is a straight line for the first

800 seconds and a circle with a radius of 200 m for the last 1000 seconds. We first

pick kD 0:02 and k4 D 13:9, then increase these constants until conditions a, b, and

c hold. We have
k D 0:1; k1 D 0:34; k2 D 0:1; k3 D 2;

k4 D 15:26; k5 D 0:19; ı1 D 5; ı2 D 5:

The initial conditions are chosen as

Œx.0/;y.0/; .0/;u.0/;v.0/;r.0/�

D
�

15m;50m;0:7rad;0ms�1;0:5ms�1;0rads�1
�

:

The reference trajectory is generated by a virtual ship with the initial conditions of

Œxd .0/;yd .0/; d .0/;ud .0/;vd .0/;rd .0/�

D
�

0:5m;0:5m;0:2rad;1ms�1;0ms�1;0rads�1
�

:

The tracking errors are plotted in Figure 5.2a and control inputs are plotted in Figure

5.2b. In addition, the real and reference trajectories in the .x;y/-plane are plotted in

Figure 5.3. It can be seen from Figure 5.2a that the tracking errors asymptotically

converge to zero as proven in Theorem 5.1. From Figure 5.2b, we can see that the

control inputs �u and �r are quite large in the first few seconds because of a short

transient response time. Indeed, we can reduce the control effort by tuning the con-

trol design gains such as reducing the control gains ı1 and ı2. However, this will

increase the transient response time.

For a comparison, we also simulate the controller proposed in [19] with the same

initial conditions and reference trajectory in Figures 5.4 and 5.5. It is clearly seen

that the controller proposed in [19] cannot track the straight line as discussed before.

It should be noted that the controllers proposed in [71, 106] also result in similar

nonzero errors although they were designed based on different approaches.
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Figure 5.2 Simulation results of the controller proposed in this chapter: a. Convergence of tracking

errors (x�xd [m]: solid line, y�yd [m]: dashed line,  � d [rad]: dash-dotted line); and b.

Control inputs (�u[N]: solid line, �r [Nm]: dashed line)

5.5 Conclusions

The key to control development is the coordinate change (5.10) to transform the

tracking error system, in which the tracking errors are interpreted in the frame at-

tached to the ship’s body, to a triangular form, to which the popular backstepping

technique can be applied. This coordinate change made it possible to relax the se-

vere restrictions in [19,71,106] on the reference trajectories generated by the virtual

ships in the sense that the developed controllers can force the vehicles to track a

straight line (way-point tracking), a curve and a combination of both. Several as-

sumptions on the ship dynamics have been made such as all off-diagonal terms of

the damping matrix, nonlinear damping matrix, and environmental disturbances in-

duced by waves, wind, and ocean currents being ignored. For a justification, the

reader is referred to Section 3.4.1.2. It is seen from Assumption 5.1 that the surge

and yaw reference velocities cannot be zero, i.e., the problem of stabilization and/or

parking is not considered in this chapter. In the next chapter, this limitation will be

removed when a simultaneous stabilization and tracking control is addressed. This

chapter is based on [109–111].
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Figure 5.3 Simulation results of the controller proposed in this chapter: Tracking trajectory in the

.x;y/-plane (.x;y/: solid line, .xd ;yd /: dashed line)
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Figure 5.4 Simulation results of the controller proposed in [19]: a. Convergence of tracking errors

(x�xd [m]: solid line, y�yd [m]: dashed line, � d [rad]: dash-dotted line); b. Control inputs

(�u[N]: solid line, �r [Nm]: dashed line)
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Figure 5.5 Simulation results of the controller proposed in [19]: Tracking trajectory in the .x;y/-
plane (.x;y/: solid line, .xd ;yd /: dashed line)



Chapter 6

Simultaneous Stabilization and
Trajectory-tracking Control of Underactuated

Ships

This chapter examines the problem of designing a single controller that achieves

both stabilization and tracking simultaneously for underactuated surface ships with-

out an independent sway actuator and with simplified dynamics. The proposed con-

troller guarantees that stabilization and tracking errors converge to zero asymptot-

ically from any initial values. In comparison with the preceding chapter, a path

approaching the origin and a set-point can also be included in the reference tra-

jectory, i.e., stabilization/regulation is also considered. The control development is

based on some special coordinate transformations, Lyapunov’s direct method and

the backstepping technique, and utilizes passive properties of ship dynamics and

their interconnected structure.

6.1 Control Objective

For the reader’s convenience, the mathematical model of the underactuated ship

moving in surge, sway, and yaw, see Section 3.4.1.2, is recaptured as

Px D ucos. /�v sin. /;

Py D usin. /Cv cos. /;

P D r;

PuD m22

m11
vr � d11

m11
uC 1

m11
�u; (6.1)

Pv D �m11
m22

ur � d22

m22
v;

Pr D .m11�m22/
m33

uv� d33

m33
rC 1

m33
�r ;

where all symbols in (6.1) are defined as in Section 3.4.1.2. The available controls

are the surge force �u and the yaw moment �r . Since the sway control force is not

109
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available, the ship model (6.1) is underactuated. Similar to the preceding chapter, it

is assumed that the reference trajectory is generated by a virtual ship as

Pxd D ud cos. d /�vd sin. d /;

Pyd D ud sin. d /Cvd cos. d /;

P d D rd ;

Pud D m22

m11
vd rd � d11

m11
ud C 1

m11
�ud ; (6.2)

Pvd D �m11
m22

ud rd � d22

m22
vd ;

Prd D .m11�m22/
m33

udvd � d33

m33
rd C 1

m33
�rd ;

where all variables have similar meanings as in the system (6.1) for the virtual refer-

ence ship. In this chapter, a single controller that simultaneously solves stabilization

and tracking problems of underactuated surface ships is proposed under the follow-

ing assumptions.

Assumption 6.1. The reference velocities, ud and rd , are bounded and differen-

tiable with bounded derivatives Pud , Rud and Prd .

Assumption 6.2. One of the following conditions holds:

C1. ud D rd D 0.

C2.
t
R

t0

r2
d
.�/d� � �r .t � t0/; �r > 0; 8 0� t0 � t <1.

C3. jud .t/j � �u > 0 and
1
R

0

jrd .t/jdt � �1; 0� �1 <1.

C4.
1
R

0

.jrd .t/jC jud .t/jC j Pud .t/j/dt � �2, 0� �2 <1.

Remark 6.1. The problems of regulation, stabilization, or dynamic positioning are

included in condition C1. Tracking a circular path belongs to the case when con-

dition C2 holds. Condition C3 covers the case of straight-line or way-point track-

ing. By Barbalat’s lemma together with Assumption 6.2, Condition C4 implies that

limt!1 rd .t/D limt!1ud .t/D 0. Hence the parking problem is captured by con-

dition C4. Indeed, one can see that Condition C4 covers Condition C1. However we

study these two conditions separately because Condition C1 has been studied in the

literature but Condition C4 has not.

Remark 6.2. The work in [19, 53–56, 71, 106] can deal with either Condition C1 or

Condition C2. In the preceding chapter of this book, we allowed for either Condition

C2 or Condition C3.

Similar to the preceding chapter, we introduce position and orientation errors

x�xd , y�yd , and  � d in a frame attached to the ship body. This results in the

error coordinates as
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2

4

xe
ye
 e

3

5D

2

4

cos. / sin. / 0

�sin. / cos. / 0

0 0 1

3

5

2

4

x�xd
y�yd
 � d

3

5 : (6.3)

One can see that the convergence of xe; ye , and  e to the origin implies that of

x�xd , y�yd and  � d . We also define the velocity tracking errors as

ue D u�ud ; ve D v�vd ; re D r � rd : (6.4)

Differentiating both sides of (6.3) along the solutions of (6.1) and (6.2) yields:

Pxe D ue �ud .cos. e/�1/�vd sin. e/C reye C rdye;

Pye D ve �vd .cos. e/�1/Cud sin. e/� rexe � rdxe;
P e D re;

Pue D m22

m11
vr � d11

m11
uC 1

m11
�u� Pud ; (6.5)

Pve D �m11
m22

uerd � m11

m22
.ue Cud /re � d22

m22
ve;

Pre D .m11�m22/
m33

uv� d33

m33
rC 1

m33
�r � Prd :

The tracking and regulation problem of underactuated surface ships is therefore

equivalent to stabilizing system (6.5) at the origin. In particular, we are interested in

designing explicit expressions for �u and �r such that limt!1 kXe.t/k D 0, for all

t � t0 � 0 andXe.t0/2 R
6 withXe D Œxe; ye;  e; ue; ve; re�

T . In case of Condition

C2, it will be shown that kXe.t/k � 
 .kXe.t0/k/e��.t�t0/ with 
 being a class-K

function, and � a positive constant, i.e., global K-exponential tracking is achieved.

6.2 Control Design

Similar to the preceding chapter, we observe from (6.5) that xe and  e can be sta-

bilized by ue and re . On the other hand,  e should be chosen as a virtual control

to stabilize the sway error ye . However when the surge reference velocity is zero

or approaches zero, i.e., the case of stabilization and parking, we cannot use  e to

stabilize ye since ud sin. e/ is zero or approaches zero. In this case, we need some

persistently exciting signal in re to stabilize ye . As such, we choose the coordinate

transformation

ze D  e C arcsin

 

k.t/ye
p

1Cx2e Cy2e

!

; (6.6)

with
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k.t/D �1 .ud C�2 cos.�3t // ;

where the constants �i ; 1� i � 3 are such that

sup
t�0

jk.t/j< 1: (6.7)

They will be specified in the stability analysis later. Notice that (6.6) is well defined

and that convergence of ze and ye to the origin implies that of  e .

Remark 6.3. Using the nonlinear coordinate transformation (6.6) instead of ze D
 e C k.t/ye , we avoid the ship moving left and right largely when ye is large. If

one uses ze D  e C arcsin
�

k.t/ye=
p

1Cy2e

�

, the problem of the ship whirling

around is avoided. Indeed using these coordinate transformations will result in a

much simpler tracking error system than using (6.6). However, it is readily shown

that these coordinate transformations result in a local control solution because of the

term rexe in the ye-dynamics. The term �1ud plays the role of stabilizing ye when

ud is not zero and does not approach to zero while the term �1�2 cos.�3t / is used

to introduce the persistently exciting signal in re to stabilize ye when ud is zero or

approaches zero.

Remark 6.4. The function arcsin in (6.6) can be replaced by several other smooth

functions such as arctan and tanh, or the identity function. We have chosen the

function arcsin because of its simplicity.

Using the new coordinate (6.6), the ship error dynamics (6.5) are rewritten as

Pxe D ue Cud
.$2�$1/

$2

C k.t/vdye

$2

C reye C rdye Cpx ;

Pye D ve Cvd
.$2�$1/

$2

� k.t/udye

$2

� rexe � rdxe Cpy ;

Pze D
�

1� k.t/xe

$1

�

re C 1

$1

�

Pk.t/ye Ck.t/

�

ve Cvd
.$2�$1/

$2

�

k.t/udye

$2

� rdxe
�

� k.t/ye

$2
2

.xeue Cyeve C .xeud Cyevd /�

.$2�$1/

$2

C .xevd �yeud /
k.t/ye

$2

�

Cpz ;

Pue D m22

m11
vr � d11

m11
.ue Cud /C

1

m11
�u� Pud ;

Pve D � d22

m22
ve � m11

m22
uerd � m11

m22
.ue Cud /re;

Pre D m11�m22
m33

uv� d33

m33
.re C rd /C

1

m33
�r � Prd ; (6.8)

where, for notational simplicity, we have used k.t/ instead of using its explicit ex-

pression given in (6.6), and defined as
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$1 D
q

1Cx2e C .1�k2.t//y2e ; $2 D
q

1Cx2e Cy2e ;

px D �ud
�

.cos.ze/�1/
$1

$2

C sin.ze/
k.t/ye

$2

�

�

vd

�

sin.ze/
$1

$2

� .cos.ze/�1/
k.t/ye

$2

�

;

py D �vd
�

.cos.ze/�1/
$1

$2

C sin.ze/k.t/$
�1
2 ye

�

C

ud

�

sin.ze/
$1

$2

� .cos.ze/�1/
k.t/ye

$2

�

;

pz D 1

$1

�

k.t/py � k.t/ye

$2

�

xepx Cyepy
�

�

: (6.9)

The effort that we have made so far is to put the tracking error dynamics in the

triangular form of (6.8), and to have the term �k.t/udye=$2 in the ye-dynamics.

This term plays an important role in stabilizing the ye-dynamics. In this section,

a procedure to design a universal controller for the tracking error system (6.8) is

presented in detail. The triangular structure of (6.8) suggests that we design the

actual controls �u and �r in two stages. First, we design virtual velocity controls ue
and re to globally asymptotically stabilize xe , ye , ze and ve at the origin. Based on

the backstepping technique, the controls �u and �r are then designed to force the

error between the virtual velocity controls and their actual values exponentially to

zero. Before designing the control laws, �u and �r , we note if the constants �i ; 1�
i � 3 are chosen such that supt�0 jk.t/j< 1, then (6.6) implies that

0 < 1� sup
t�0

jk.t/j � 1� k.t/xe

$1

< 2: (6.10)

This allows us to design control laws for �u and �r to globally asymptotically stabi-

lize (6.8). The control design consists of two steps as follows.

Step 1

In this step, we define the following virtual control errors

Que D ue �ude ;
Qre D re � rde ; (6.11)

where ude and rde are the virtual velocity controls of ue and re . Unlike the standard

application of backstepping, in order to reduce complexity of the controller expres-

sions, we will choose a simpler virtual control law ude without canceling the known

terms. The virtual surge and yaw velocity controls are chosen as
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ude D �k1xe Ck2rdye;

rde D rd1e C rd2e (6.12)

where

rd1e D � 1

.1�k.t/xe=$1/

1

$1

�

Pk.t/ye Ck.t/

�

ve Cvd
$2�$1

$2

�

k.t/udye

$2

� rdxe
�

� k.t/ye

$2
2

.xe .�k1xe Ck2rdye/CyeveC

.xeud Cyevd /
$2�$1

$2

C .xevd �yeud /
k.t/ye

$2

��

; (6.13)

rd2e D �
�

.1�k.t/xe=$1/
��1

.k3ze Cpz/ ; (6.14)

and ki ; i D 1; 2; 3, are positive constants to be selected later.

Step 2

Differentiating (6.11) along the solutions of (6.8) and (6.12) yields

PQue D m22

m11
vr � d11

m11
uC 1

m11
�u� Pud � Pude ;

PQre D .m11�m22/
m33

uv� d33

m33
rC 1

m33
�r � Prd � Prde ; (6.15)

where Pude and Prde are the first time derivatives of ude and rde along the solutions of

(6.8). From (6.15) we choose the actual controls �u and �r as

�u D m11

�

�c1 Que � m22

m11
vrC d11

m11
.ude Cud /C Pud C Pude C k.t/xeyeze

$1$
2
2

�

;

�r D m33

�

�c2 Qre � .m11�m22/
m33

uvC d33

m33
.rde C rd /C

Prd C Prde �
�

1� k.t/xe

$1

�

ze

�

; (6.16)

where c1 and c2 are positive constants. Substituting (6.16) and (6.12) into (6.8)

yields the closed loop system

Pxe D �k1xe Ck2rdye Cud .$2�$1/$
�1
2 Ck.t/vd$

�1
2 ye C

rd1eye C rdye C rd2eye C Que C Qreye Cpx ;

Pye D ve Cvd .$2�$1/$
�1
2 �k.t/ud$�1

2 ye � rd1exe � rdxe �
rd2exe � Qrexe Cpy ;
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Pve D � d22

m22
ve � m11

m22
ude rd � m11

m22
.ue Cud /r

d
1e � m11

m22
.rd C rd1e/ Que �

m11

m22
. Que Cude Cud /.r

d
2e C Qre/;

Pze D �k3ze C
�

1� k.t/xe

$1

�

Qre � k.t/xeye Que
$1$

2
2

;

PQue D �
�

c1C d11

m11

�

Que C k.t/xeyeze

$1$
2
2

;

PQre D �
�

c2C d33

m33

�

Qre �
�

1� k.t/xe

$1

�

ze: (6.17)

We now state our main result, the proof of which is given in the next section.

Theorem 6.1. Assume that the reference signals .xd ;yd ; d ;vd / are generated by

the virtual ship model (6.2) and that the reference velocities .ud ; rd / satisfy Assump-

tions 6.1 and 6.2. If the universal state feedback control law (6.16) is applied to the

ship system (6.1) then the tracking errors .x.t/�xd .t/;y.t/�yd .t/; .t/� d .t/,
and v.t/� vd .t// converge to zero asymptotically from any initial values, i.e., the

closed loop system (6.17) is GAS at the origin, with an appropriate choice of the

design constants �i and ki ; 1 � i � 3. Furthermore, if Assumption 6.2 holds with

C2, the closed loop system (6.17) is globally K-exponentially stable at the origin.

6.3 Stability Analysis

We only need to show that the transformed tracking errors, .xe;ye;ze;ve/, converge

to zero from any initial values. Under Assumption 6.1, boundedness of the controls

�u and �r follows readily. We note that the closed loop system (6.17) consists of two

subsystems, .ze; Que; Qre/ and .xe;ye;ve/, in an interconnected structure. To prove

Theorem 6.1, we take the following Lyapunov function:

V1.X1e/D 1

2

�

z2e C Qu2e C Qr2e
�

(6.18)

for the .ze; Que; Qre/-subsystem, and

V2.X2e/D 1

2
.x2e Cy2e Ck4.ye Ck5ve/

2/ (6.19)

for the .xe;ye;ve/-subsystem, where k4 and k5 are positive constants to be selected

later and

X1e D

2

4

Qze
Que
Qre

3

5 ; X2e D

2

4

xe
ye
ve

3

5 :
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From (6.18) and (6.19), if we consider V D V1CV2 as a Lyapunov function for the

closed loop system (6.17) it can then be seen that this function has a connection with

the energy of the ship system as follows. We write the function V as

V DXTAX; (6.20)

where X D
�

xe ;ye; ze;u� .ud Cude /; v�vd ; r � .rd C rde /
�T

and A is a diagonal

positive definite matrix. It is now seen that the function V consists of two positive

definite parts. The first part related to .xe;ye;ze/ can be regarded as the “potential”

energy. The second part related to
�

u� .ud Cude /; v�vd ; r � .rd C rde /
�

is referred

to as the “kinetic” energy of the ship, which is defined with respect to a coordinate

that moves at a speed of
�

.ud Cude /; vd ; .rd C rde /
�

. Hence we wish to bring the en-

ergy function V to zero. However considering this function together with the closed

loop (6.17) is difficult, we consider the subsystems .ze; Que; Qre/ and .xe;ye;ve/ sep-

arately.

.ze; Que; Qre/-subsystem. From the last three equations of (6.17), it can be seen that

the .ze; Que; Qre/-subsystem is GES at the origin by considering the Lyapunov func-

tion V1.X1e/, see (6.18), whose time derivative along the solutions of the last three

equations of (6.17) is

PV1 D �k3z2e �
�

c1C d11

m11

�

Qu2e �
�

c2C d33

m33

�

Qr2e : (6.21)

Therefore we have

kX1e.t/k � kX1e.t0/k e��1.t�t0/; (6.22)

where �1 D minfk3; .c1Cd11=m11/ ; .c2Cd33=m33/g.

.xe;ye;ve/-subsystem. To investigate stability of this subsystem, we take the Lya-

punov function V2.X2e/, see (6.19), whose first time derivative, after some manip-

ulation, along the solutions of the first three equations of (6.17) is

PV2 D �k1x2e � k.t/ud .1Ck4/y
2
e

p

1Cx2e Cy2e
�ˇk2k4k5r2dy2e �

k4k5.˛k5�1/v2e CM C˝C˚; (6.23)

where for simplicity, we have defined ˛ D d22=m22; ˇ Dm11=m22,

M D k2rdxeye C .udxe Cvd .k4C1/ye/
$2�$1

$2

C

k.t/ye .vdxe �k4k5udve/
$2

Ck4k5vd
$2�$1

$2

ve �

ˇk2k4k
2
5r
2
dyeve �ˇk4k5 .ye Ck5ve/.k2rdye Cud /r

d
1e; (6.24)
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˝ D xe .px C Que/Cyepy Ck4 .ye Ck5ve/
�

py � Qrexe�

rd2exe �ˇk5
�

.rd C rd1e/ Que C . Que Cude Cud /. Qre C rd2e/
��

; (6.25)

˚ D k4.ye Ck5ve/.�1Cˇk1k5/.r
d
1e C rd /xe C .1�k4.˛k5�1//yeve: (6.26)

We first choose the design constants such that

1�k4.˛k5�1/D 0;

ˇk1k5�1D 0 (6.27)

to cancel the common term ˚ . Noticing that

ˇ

ˇ

ˇ

ˇ

sin.ze/

ze

ˇ

ˇ

ˇ

ˇ

� 1;

ˇ

ˇ

ˇ

ˇ

cos.ze/�1
ze

ˇ

ˇ

ˇ

ˇ

� 1;

$2�$1

$2

D k2.t/y2e
$2.$2C$1/

; (6.28)

1

$1

� 1

$2

p

1�k2.t/

after a lengthy but simple calculation of upper bounds of M and ˝ by completing

the squares, we arrive at

PV2 � �p1.t/x2e �p21.t/y2e � p22.t/y
2
e

p

1Cx2e Cy2e
C p23.t/y

2
e

p

1Cx2e Cy2e
�

p3.t/v
2
e C .�1V2C�2/e

��1.t�t0/; (6.29)

where

p1.t/D k1� 1

4�1

�

k2Cjk.t/j jvd jC ˇk4k5 jk.t/j jud j jrd j
1�jk.t/j C

ˇk1k2k4k5 jk.t/j
1�jk.t/j

�

; (6.30)

p21.t/D p211.t/r
2
d �p212.t/ jrd j ;

p211.t/D ˇk2k4k5�k2�1� ˇk2k4k
2
5

4�2
� ˇk2k4k5

1�jk.t/j

 

jk.t/j
2�2

p

1�k2.t/
C

.k2C1Ck1�1/ jk.t/j/�
ˇk2k4k

2
5

4�2 .1�jk.t/j/

0

@

ˇ

ˇ

ˇ

Pk.t/
ˇ

ˇ

ˇ
Cjk.t/jk2.t/

p

1�k2.t/
C

�

k2.t/ jud jC .1Ck1Ck2/ jk.t/jC jk.t/jk2.t/ jud jC
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jk.t/jk2.t/ jvd jCk2.t/ jud jCk2.t/ jvd j
�

� ˇk4k
2
5 jk.t/j jud j

4�2 .1�jk.t/j/ ;

p212.t/D
ˇk2k4k5

ˇ

ˇ

ˇ

Pk.t/
ˇ

ˇ

ˇ

.1�jk.t/j/
p

1�k2.t/
; (6.31)

p22.t/D .1Ck4/k.t/ud �p221.t/;

p221.t/D k4k5�3 jk.t/j jud jC ˇk2k4k5

1�jk.t/j

 

jk.t/jC1C 1
p

1�k2.t/

!

�

k2.t/ jud j jrd jC ˇk4k5

1�jk.t/j

0

@

ˇ

ˇ

ˇ

Pk.t/
ˇ

ˇ

ˇ jud j
p

1�k2.t/
C jk.t/j jud j
4�2

p

1�k2.t/
Ck2.t/�

�

jk.t/j jud j jvd jCu2d
�

C �1 jk.t/j jud j jrd j
p

1�k2.t/
Ck1 jk.t/j jud jCk2 jk.t/j�

jud j jrd jC jk.t/j jud j
4�2

p

1�k2.t/
Cjk.t/jk2.t/u2d Cjk.t/jk2.t/ jud j jvd jC

k2.t/.u2d Cjud j jvd j/
�

C ˇk4k
2
5

4�2 .1�jk.t/j/

0

@

ˇ

ˇ

ˇ

Pk.t/
ˇ

ˇ

ˇ jud jC jk3.t/j judvd j
p

1�k2.t/
C

k2.t/u2d C .k1Ck2 jrd j/ jk.t/j jud jC jk.t/jk2.t/u2d Ck2.t/ .jk.t/jC1/�
jud j jvd jCk2.t/u2d

�

Ck2.t/jud j; (6.32)

p23.t/D
�

k2.t/.1Ck4/C�1 jk.t/jC�3k
2.t/k4k5

�

jvd jC ˇk4k2k5

1�jk.t/j �
 

jk.t/jk2.t/ jvd j jrd j
p

1�k2.t/
Ck2.t/ .jk.t/jC1/ jvd j jrd j

!

; (6.33)

p3.t/ D k4k5.k5˛�1/�
�

k4k5 jk.t/j jud j
4�3

C k4k5k
2.t/ jvd j
4�3

C

�2ˇk2k4k
2
5r
2
d

�

� 2�2ˇk2k4k5 jk.t/j
.1�jk.t/j/

p

1�k2.t/
�

2ˇ�2k4k5 jk.t/j jud j
1�jk.t/j � ˇk2k4k

2
5

1�jk.t/j

0

@�2

0

@

ˇ

ˇ

ˇ

Pk.t/
ˇ

ˇ

ˇ

p

1�k2.t/
C

jk.t/jk2.t/v2d Ck2.t/ jud jC jk.t/jr2d C
�

k1Ck2r
2
d

�

�

jk.t/jC .jk.t/jC1/k2.t/ .jvd jC jud j/
�

C 2 jk.t/j jrd j
p

1�k2.t/

!

�
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ˇk4k
2
5

1�jk.t/j
�

�2

�
ˇ

ˇ

ˇ

Pk.t/ud
ˇ

ˇ

ˇ
C jk.t/ud j.jvd jC3/C .k1Ck2 jrd j/�

jk.t/ud jC .jk.t/jC2/k2.t/u2d Ck2.t/ judvd j.jk.t/jC1/
��

; (6.34)

where �1; �2 are nondecreasing functions of kX1e.t0/k, �1 is given in (6.22), and

�i > 0; i D 1;2;3.

We are now in a position to select the design parameters, �i , 1 � i � 3 and kj ; j D
1;2;4;5 so that the closed loop system (6.17) is GAS at the origin. We proceed to

choose these parameters by investigating all the cases of Assumption 6.2. For each

case, we choose a subset of �i and kj . As discussed before, we firstly choose

0 < �1 < 1=.u
max
d C�2/; �2 > 0; �3 > 0; (6.35)

so that supt�0 jk.t/j � k� < 1, where umax
d

is the maximum value of jud .t/j. Note

that this primary choice guarantees supt�0 jk.t/j< 1.

Secondly, we choose �i , 1� i � 3 and kj such that

p1.t/� p�

1 > 0; p3.t/� p�

3 > 0: (6.36)

Before going further to choose �i and kj , let us discuss each case of Assumption 6.2.

Case C1. From the fourth equation of (6.2), we have

vd .t/D vd .t0/e
�˛1.t�t0/; 8 t � t0 � 0; ˛1 > 0:

Therefore there exists a nondecreasing function �1 of jvd .t0/j such that

p23.t/� �1e
�˛1.t�t0/: (6.37)

It is noted that in this case

p21.t/D p22.t/D 0: (6.38)

From (6.35)–(6.38), we can write (6.29) as

PV2 � �p�

1x
2
e �p�

3v
2
e C�1e

�˛1.t�t0/
y2e

p

1Cx2e Cy2e
C .�1V2C�2/e

��1.t�t0/;

(6.39)

which yields

PV2 � �p�

1x
2
e �p�

3v
2
e C .�1V2C�2/e

��2.t�t0/; �2 D min.˛1;�1/ (6.40)

for some nondecreasing functions �1 and �2 of k.X1e.t0/;vd .t0//k. We now present

a technical lemma to investigate stability of the .xe;ye;ve/-subsystem, in this case

based on (6.40).

Lemma 6.1. Consider the following first-order scalar differential equation
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Px D .axCb/e�c.t�t0/C ı.t/x; (6.41)

where a � 0; b � 0 and c > 0 are constants. If ı.t/ enjoys the property that there

exists a constant � � 0 such that

1
Z

0

jı.t/jdt � � <1 (6.42)

then the solution of (6.41) satisfies

jx.t/j � jx.t0/je�ea=c C b

a
e�
�

ea=c �1
�

WD � .jx.t0/j/ : (6.43)

Proof. Proof of this lemma is followed directly by solving the differential equation

(6.41). �

By applying Lemma 6.1 and the comparison principle found in [6] to (6.40), we

have

V2.t/� V2.t0/e
�1=�1 C �2

�1

�

e�1=�1 �1
�

WD �3 .k.X1e.t0/;X2e.t0//k/ : (6.44)

Therefore we now rewrite (6.40) as

PV2 � �W2.xe;ve/C .�1�3C�2/e
��2.t�t0/ (6.45)

where W2.xe;ve/D p�

1x
2
e Cp�

3v
2
e . Integrating both sides of (6.45) yields

t
Z

t0

W2.xe.�/;ve.�//d� � V2.t0/C
t
Z

t0

.�1�3C�2/e
��2.��t0/d�: (6.46)

It is seen that the right-hand side of (6.46) exists and is bounded. On the other hand,

W2.xe.t/;ve.t// is uniformly continuous because its time derivative is bounded.

Hence from Barbalat’s lemma, we have W2.xe.t/;ve.t//! 0 as t ! 1. Therefore

.xe.t/;ve.t//! 0 as t ! 1. To prove that ye.t/! 0 as t ! 1, applying Lemma

2.6 to the xe-dynamic equation of (6.17) yields

lim
t!1

�

k2rdye Cud
$2�$1

$2

C k.t/vdye

$2

C rd1eye C rdyeC

rd2eye C Que C Qreye Cpx

�

D 0: (6.47)

Since ud D 0 and .X1e.t/;xe.t/;ve.t/;vd .t//! 0 as t ! 1, (6.47) is equivalent

to

lim
t!1

�

rd1eye

�

D 0: (6.48)
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From the expression of rd1e , it is directly shown that (6.48) is equivalent to

lim
t!1

 

y2e
p

1C .1�k2.t//y2e
Pk.t/

!

D 0: (6.49)

On the other hand from (6.45), we have

d

dt

�

V2C��1
2 .�1�3C�2/e

��2.t�t0/
�

� 0

which implies that

V2C��1
2 .�1�3C�2/e

��2.t�t0/

is nonincreasing. Since V2 is bounded from below by zero, V2 tends to a finite non-

negative constant depending on kXe.t0/k. This implies that the limit of jye.t/j
exists and is finite, say lye

. If lye
were not zero, there would exist a sequence

of increasing time instants ftig1

iD1 with ti ! 1, such that both of the limits of
Pk.ti / and Pk.ti /y2e .ti / were not zero, which is impossible because of (6.49). Hence

lye
must be zero. Therefore we conclude from (6.49) that ye.t/ ! 0 as t ! 1.

Hence we have proven limt!1X2e.t/D 0 for this case. We define the subset of the

design parameters that satisfy the conditions (6.27), (6.35), and (6.36) as ��k1 .

Case C2. In this case, we choose the design parameters �i and kj such that

p211.t/� p�

211 > 0: (6.50)

Under Assumption 6.1, there exists a choice of �i and kj such that (6.27), (6.35),

(6.36), and (6.50) hold. Substituting (6.35), (6.36), and (6.50) into (6.29) yields

PV2 � �p�

1x
2
e �

�

p�

211r
2
d �jp22.t/j�p212.t/ jrd j�p23.t/

�

y2e �
p�

3v
2
e C .�1V2C�2/e

��1.t�t0/: (6.51)

On the other hand, it is noted that

V2 � 1

2

�

x2e C .1Ck4Ck4k5/y
2
e Ck4k5.1Ck5/v

2
e

�

: (6.52)

From (6.52) and (6.51), we have

PV2 � �2min

 

p�

1 ;
p�

211r
2
d

�jp22.t/j�p212.t/jrd j�p23.t/
1Ck4Ck4k5

;
p�

3

k4k5.1Ck5/

!

�

V2C .�1V2C�2/e
��1.t�t0/: (6.53)

By applying Lemma 2.6 to (6.53), there exist a positive constant �3 independent of

initial conditions and a nondecreasing function �3 of k.X1e.t0/;X2e.t0//k such that

kX2e.t/k � �3 .k.X1e.t0/;X2e.t0//k/e��3.t�t0/; (6.54)
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as long as

Z t

t0

�

p�

211r
2
d .�/�p212.�/ jrd .�/j� jp22.�/j�p23.�/

�

d� � p�

21.t � t0/; (6.55)

where p�

21 > 0. For simplicity of calculation, we can replace the last three terms in

the left-hand side of (6.55) by their maximum values. Note that (6.54) implies that

X2e.t/ is globally K-exponentially stable at the origin but not GES in the sense of

Lyapunov, i.e., �3 in (6.54) must be a linear function of k.X1e.t0/;X2e.t0//k. How-

ever, it can be shown that the local exponential stability (in the sense of Lyapunov)

of the closed loop system (6.17) is guaranteed.

We define the subset of �i and kj satisfying the conditions (6.27), (6.35), (6.36),

(6.50), and (6.55) as ��k2 .

Case C3. Under Assumption 6.2 and
1
R

0

jrd .t/jdt � �1 <1, there exists

0� �p21 <1

such that
1
Z

0

jp21.t/jdt � �p21: (6.56)

In this case, we choose �i and kj such that

p22.t/�p23.t/� p�

22 > 0: (6.57)

With (6.36) and (6.57), we rewrite (6.29) as

PV2 � �p�

1x
2
e �p�

22

y2e
p

1Cx2e Cy2e
�p�

3v
2
e C

jp21.t/jy2e C .�1V2C�2/e
��1.t�t0/: (6.58)

Again by applying Lemma 6.1 to (6.58), we have

V2.t/� V2.t0/e
2�p21e�1=�1 C �2

�1
e2�p21

�

e�1=�1 �1
�

WD �3 .k.X1e.t0/;X2e.t0//k/ : (6.59)

Substituting (6.59) and (6.52) into (6.58) yields

PV2 � ��4V2C2 jp21.t/jV2C .�1V2C�2/e
��1.t�t0/; (6.60)

where

�4 D 2min

�

p�

1 ;
p�

22p
1C2�3 .1Ck4Ck4k5/

;
p�

3

k4k5 .1Ck5/

�

: (6.61)



6.3 Stability Analysis 123

From (6.52) and (6.60), it can be shown that

kX2e.t/k � �4 .k.X1e.t0/;X2e.t0//k/e��4.t�t0/; (6.62)

where

if �4 ¤ �1 then

�4 D 0:5min .�4;�1/ ;

�4.�/D
r

4��1
4 e

2�p21e�1=�1

�

V2.t0/C�2 j�1��4j�1
�

;

if �4 D �1 then

�4 D 0:5.�1�d4/ ;

�4.�/D
q

4��1
4 e

2�p21e�1=�1 .V2.t0/C�2�4/; (6.63)

with

�4 D min

�

2;1Ck4Ck4k
2
5 �

q

�

1Ck4�k4k25
�2C4.k4k5/2

�

;

0 < d4 < �1;

�4 � .t � t0/e�d4.t�t0/:

Note that �4 is finite for an arbitrarily small d4. It can be seen from (6.59), (6.61) and

(6.63) that the rate �4 > 0 depends on the initial conditions k.X1e.t0/;X2e.t0//k.

Hence the closed loop system (6.17) is GAS but not exponentially stable at the ori-

gin. In other words, global asymptotic tracking is achieved in this case. We define

the subset of �i and kj satisfying the conditions (6.27), (6.35), (6.36), and (6.57) as

��k3 .

Case C4. We first show that V2 is bounded. Substituting (6.35) and (6.36) into (6.29)

yields
PV2 � �p�

1x
2
e �p�

3v
2
e Cp4.t/y

2
e C .�1V2C�2/e

��1.t�t0/; (6.64)

where

p4.t/D jp21.t/jC jp22.t/jCp23.t/: (6.65)

Note that in this case, there exists 0 � �p4 < 1 such that
1
R

0

p4.t/dt � �p4. From

(6.19) and (6.65), we have

PV2 � 2p4.t/V2C .�1V2C�2/e
��1.t�t0/: (6.66)

Applying Lemma 6.1 to (6.66) yields
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V2.t/� V2.t0/e
2�p4e�1=�1 C �2

�1
e2�p4

�

e�1=�1 �1
�

WD �4 .k.X1e.t0/;X2e.t0//k/ : (6.67)

Hence ye is also bounded. Substituting this upper bound into (6.64) yields

PV2 � �p�

1x
2
e �p�

3v
2
e C2�4p4.t/C .�1�4C�2/e

��1.t�t0/: (6.68)

From (6.68), we have

d

dt

�

V2�2�4
Z t

0

p4.�/d�C��1
1 .�1�4C�2/e

��1.t�t0/

�

� 0; (6.69)

which implies that .xe;ve/! 0 as t ! 1 and limt!1ye D 0. We define the subset

of �i and kj satisfying the conditions (6.27), (6.35), and (6.36) as ��k4 .

6.4 Selection of Design Constants

In this section, we show that \
1�l�4

��k
l

¤ ;. From the above section, it can be seen

that these design constants must satisfy (6.27), (6.35), (6.36), (6.50), (6.55), and

(6.57). From (6.27), we have

k1 D 1

ˇk5
; k4 D 1

˛k5�1 : (6.70)

Hence we first choose k5 > 1=˛ and set k2 D ık� with ı being a small positive con-

stant, say ı � max.umax
d
; Pumax
d
; rmax
d
/, with Pumax

d
being the maximum value of j Pud j.

Next we replace k in all negative terms of pi .t/; i D 1;21;22;23;3 by k�. It is now

observed that the negative parts of pi .t/ have k� as a factor. The mass including

added mass in the sway dynamics, m22, is always larger than that in the surge dy-

namics, m11, for surface ships, i.e., ˇ < 1. Therefore we can always find positive

constants k� and k5 such that the conditions (6.36), (6.50), (6.55), and (6.57) hold

with some small �i > 0; i D 1; 2; 3, and �i being chosen based on (6.35). The value

of constant k� should be reduced if the reference yaw, rd , and surge, ud , velocities

and surge acceleration, Pud , are large. This physically means that the distance from

the ship to the point it aims to track should be increased if the velocities and surge

acceleration are large, otherwise the ship will miss that point. In fact, setting �i D 0

and picking k2 > 0 results in the tracking controllers proposed in [19,71,106] with a

restrictive assumption of the yaw reference velocity satisfying a persistently exciting

condition. It can also be seen that setting �2 D 0 yields the tracking controller in the

preceding chapter, which does not require the yaw reference velocity to be persis-

tently exciting. Furthermore, small ˛ automatically results in large k5 and small k1,

see (6.70). This can be physically interpreted as follows: If the damping in the sway

dynamics is small, the control gain in the surge dynamics should be small, otherwise
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the ship will slide in the sway direction. Due to complicated expressions of pi .t/,

we provide some guidelines to choose the design constants rather than present their

extremely complex explicit expressions.

1. Pick positive constants �i such that the constant k� is small, say k� <<max.umax
d

,

rmax
d

, Pumax
d
/, ı such that ı � max.umax

d
; rmax
d
/ and set k2 D ık�, k5 D 1=˛C"with

" being a small positive constant.

2. Substitute (6.70) into pi .t/ and slowly increase �i and k5 until all the conditions

(6.36), (6.50), (6.55), and (6.57) hold with some positive constants p�

1 , p�

211, p�

21,

p�

22, and p�

3 .

Remark 6.5. When the reference surge and sway velocities and surge acceleration

are very large, the above procedure will result in very small control gains k; k1, and

k2, which will give slow convergence. Hence it is suggested that for large ud ; rd ,

and Pud , the control gains k; k1, and k2 should be chosen such that either conditions

((6.27), (6.35), (6.36)) or ((6.27), (6.35), (6.36), (6.50), (6.55)), or ((6.27), (6.35),

(6.36), (6.57)) hold to improve the convergence. The trade-off is that the control

gains will be different for different reference trajectories.

6.5 Sensitivity Analysis

The control law (6.16) has been designed under the assumptions that the system pa-

rameters are precisely known and there are no environmental disturbances. Indeed,

these assumptions are unrealistic in practice. The aim of this section is to discuss the

sensitivity of our proposed controller in relation to the inaccurate knowledge of the

ship parameters. A discussion related to environmental disturbances can be carried

out similarly.

The control law (6.16) can be easily modified to account for the inaccurate

knowledge of the ship parameters entering (6.15), by adding some robustifying

terms or can be changed into an adaptive version such that the .ze; Que; Qre/-subsystem

is globally exponentially/asymptotically stable at the origin. However, this control

law cannot overcome the imprecise knowledge of the ship parameters, which enter

the last equation of (6.2) due to the fact that the reference trajectory is generated

by the virtual ship model (6.2). Therefore, we only focus on this issue to simplify

the analysis, i.e., we are interested in the question: Assuming that the control law

(6.16) has been modified as above, how do the ship parameters affect the tracking

errors when the virtual ship model (6.2) is formed by the nominal values of the ship

parameters?

Defining

�˛ D ˛�˛c ; �ˇ D ˇ�ˇc ; (6.71)

where ˛c and ˇc are the known parts of ˛ and ˇ, we rewrite the ve-dynamics of

(6.8) as

Pve D �˛ve �ˇ uerd �ˇ .ue Cud /re C�˛vd C�ˇud rd : (6.72)



126 6 Simultaneous Stabilization and Trajectory-tracking Control of Underactuated Ships

Notice that we cannot choose the design constants such that 1�k4.˛k5�1/D 0 as

in the previous sections to cancel the term yeve .1�k4.˛k5�1//, see (6.26), due to

the inaccurately known ship parameters. If one replaces ˛ in the above expression by

˛cC�˛, the term yeve .1�k4.˛ck5�1//will be canceled. However the remaining

term �˛k4k5yeve cannot be canceled in the case of C3 because this term does not

contain any reference velocities. Therefore, we replace k5 in the Lyapunov function

(6.19) by k�

5=˛ where k�

5 is a positive constant to be determined, i.e.,

V �

2 .X2e/D 1

2

�

x2e Cy2e Ck4.ye Ck�

5˛
�1ve/

2
�

: (6.73)

The condition (6.27) is replaced by

1�k4.k�

5 �1/D 0; ˇc˛
�1
c k1k

�

5 �1D 0: (6.74)

Note that the term ˚ is now written as

˚ D�ˇ�k1k4
k�

5

˛
.ye C k�

5

˛
ve/.r

d
1e C rd /xe; (6.75)

where �ˇ� D ˇ=˛�ˇc=˛c . With (6.72) and (6.75), we have

PV �

2 � �q1.t/x2e �q21.t/y2e � q22.t/y
2
e

p

1Cx2e Cy2e
C q23.t/y

2
e

p

1Cx2e Cy2e
�q3.t/v2e C

.�1V2C�2/e
��1.t�t0/C

�

1

4�1

k4k
�

5

˛
C 1

4�2

k4k
�2
5

˛2

�

j�˛vd C�ˇud rd j ;

(6.76)

where

q1.t/D Op1.t/�
k1k4k

�

5 j�ˇ�j
˛

 

1

4�1
C k�

5

˛
C jk.t/j
1�jk.t/j

 

1C4�1 jrd j
4�1

p

1�k2.t/
C

k1Ck2 jrd jCk2.t/ jud jC jk.t/vd j
�

C jk.t/jk�

5

4�1˛ .1�jk.t/j/ �
�

k1Cjrd jCk2 jrd jCk2.t/ jud jC jk.t/vd jC jk.t/ud j
��

; (6.77)

q21.t/D Op21.t/�
�

k4�1 j�ˇ�jr2d C k4k
�

5

˛
j�˛vd C�ˇud rd j

�

; (6.78)

q22.t/D Op22.t/�
k1k4k

�

5 j�ˇ�j
˛ .1�jk.t/j/

 

j Pk.t/jC jk.t/j�1
p

1�k2.t/
C k�

5

4�2˛
�

j Pk.t/j
p

1�k2.t/
C 2

�

k2.t/ jud jC
ˇ

ˇk3.t/vd
ˇ

ˇ

�

�

1C k�

5

4�2˛

��

; (6.79)

q23.t/D Op23.t/; (6.80)
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q3.t/D Op3.t/�
�

k4k
�2
5

˛2
j�˛vd C�ˇud rd j�2C k4k

�

5 j�ˇ�j�1
˛

C

2 jk.t/jk4 j�ˇ�j�1
.1�jk.t/j/

p

1�k2.t/
C k1k4k

�2
5 j�ˇ�j

˛2 .1�jk.t/j/

0

@

ˇ

ˇ

ˇ

Pk.t/
ˇ

ˇ

ˇ
�2

p

1�k2.t/
C

2 jk.t/jC .�1C�2/
ˇ

ˇk3.t/
ˇ

ˇ.jvd jC jud j/C�1 jk.t/j.k1C
k2Cjrd j/C�1k

2.t/ .jvd jC jud j/
���

; (6.81)

Op1, Op21, Op22, Op23, and Op3 are p1, p21, p22, p23, and p3 respectively, with k5 be-

ing replaced by k�

5=˛, and �1 and �2 are some positive constants. From (6.76), the

stability analysis of the .xe;ye;ve/-subsystem can be carried out using the same

arguments as in the previous section. It can be shown that there always exist the

design constants k1, k3, k4, and k�

5 such that the required conditions hold if�˛ and

�ˇ are not too large, say �˛ << ˛; �ˇ << ˇ and �ˇ� <<min.ˇ;˛/. It is noted

that when Assumption 6.2 holds with either cases C1, C3, or C4, the .xe;ye;ve/-

subsystem is still GAS since the term j�˛vd C�ˇud rd j in (6.76) globally expo-

nentially/asymptotically vanishes at the origin. However, only global practical sta-

bility can be achieved in the case of C2. This coincides with the ship control practice

in the sense that a big ship, in general, cannot accurately track the reference trajec-

tory generated by a small ship because of underactuated configuration in the sway

dynamics.

Remark 6.6. Since the inaccurate knowledge of the ship parameters directly affects

the tracking errors when Assumption 6.2 holds with case C2 and the ve-dynamics

is globally ISS with respect to ue and re as inputs, see (6.8), we can also treat the

ve-dynamics as unmodeled dynamics. In this case, one can apply the methodology

proposed in this chapter and the work on controlling nonlinear systems with unmod-

eled dynamics [112].

6.6 Simulations

The same monohull ship for the trajectory tracking simulations in Section 5.4 is used

in this section to validate the control law (6.16) where all the four conditions in As-

sumption 6.2 are considered. The reference trajectory is generated by the virtual ship

with Œxd .0/; yd .0/;  d .0/; ud .0/; vd .0/; rd .0/�D
�

0m; 0m; 0ms�1; 0 rads�1
�

and

� for the case C1: �ud D -m22vd rd ; �rd D �.m11�m22/ud rd , i.e., the reference

trajectory is a point at the origin,

� for the case C2: �ud D -m22vd rd Cd11; �rd D �.m11�m22/ud rd C 0:01d33,

i.e., the reference trajectory is a circle with a radius of 200 m and the reference

velocity ud is 1 ms�1,

� for the case C3: �ud D -m22vd rd Cd11; �rd D �.m11�m22/ud rd , i.e., the ref-

erence trajectory is a straight line and the reference velocity ud is 1 ms�1,
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� for the case C4: �ud D -m22vd rd C 0:1d11e
�0:3t ; �rd D �.m11�m22/ud rd C

0:1d33e
�5t , i.e., the reference trajectory is a path approaching to the origin.

We first choose k3 D 0:8, �3 D 3:5, and c1 D c2 D 5. Note that these constants

can be any arbitrarily positive real numbers. The bigger these constants, the faster

the transient response will be, but the control effort becomes larger. Next, we ini-

tialize k� D 0:01 and k5 D 1:8, then increase these values until all of the conditions

(6.36), (6.50), (6.55), and (6.57) hold. We get k� D 0:02 and k5 D 2:14, which re-

sult in k1 D 0:85, k2 D 0:54, k4 D 6:4, �1 D 0:015, and �2 D 0:005, see (6.35) and

(6.70). With the above design constant selection, one can verify that all conditions

(6.27), (6.35), (6.36), (6.50), (6.55), and (6.57) hold with p�

1 D 0:47, p�

211 D 0:15,

p�

21 D 0:07, p�

22 D 0:13, p�

3 D 0:16, �1 D 0:2, �2 D 2, and �3 D 0:5. The ini-

tial conditions of the ship are chosen as Œx.0/; y.0/;  .0/; u.0/; v.0/; r.0/� D
�

5m; �40m; 0:7 rad; 0ms�1; 0:5ms�1; 0 rads�1
�

.

Figures 6.1–6.4 plot the tracking errors, control inputs, and tracking trajectory

in the .x;y/-plane for cases C1–C4. It can be seen from Figures 6.1a–6.4a that the

tracking errors asymptotically (K-exponentially for the case of C2) converge to zero

as proven in Theorem 6.1. It is noted that the transient response for cases C1 and C4

is much slower and is more oscillatory than cases C2 and C3 because the reference

velocities ud and rd are zero or approach zero. Hence the term �1ud does not help

in the control gain k.t/, see (6.6). The observation about the transient response for

cases C1 and C4 should not be surprising due to the sinusoidal signal introduced in

the control gain k.t/, and is also true for any time-varying controllers that stabilize

an underactuated system at the origin [15].

To test the robustness of our proposed controller with respect to the ship pa-

rameters and small environmental disturbances induced by wave, wind, and ocean

current, we simulate the control law (6.16) with the same design constants selected

as above. Figures 6.5-6.8 plot the tracking errors, control inputs, and tracking trajec-

tory in .x;y/-plane for cases C1–C4 with 8% variation in all of the system parame-

ters in the sense that the ship parameters are taken as 0:92m11, 1:08m22, 0:92m33,

0:92d11, 1:08d22, 1:08d33, and with the environmental disturbances acting on the

surge, sway and yaw dynamics as �wu.t/D 0:1m11rand.�/, �wv.t/D 0:1m22rand.�/,
�wv.t/D 0:1m33rand.�/, where rand.�/ is the zero-mean random noise with the uni-

form distribution on the interval Œ�0:5 0:5�. The above choice of the variation in

the ship parameters is only for illustrating robustness properties of the controller

designed in this chapter with respect to the system parameter uncertainties. Note

that this variation directly affects the tracking errors in Case C2 since the reference

sway velocity has to be generated by the virtual ship. It is worth mentioning that

under arbitrarily small nonvanishing environmental disturbances, the discontinuous

stabilization controller proposed in [55] results in an unstable closed loop system in

the sense that the closed loop trajectory goes to infinity exponentially fast.

With the above disturbances, the last three equations of (6.1) are of the form

PuD m22

m11
vr � d11

m11
uC 1

m11
�uC 1

m11
�wu.t/;
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Pv D �m11
m22

ur � d22

m22
vC 1

m22
�wv.t/;

Pr D .m11�m22/
m33

uv� d33

m33
rC 1

m33
�r C 1

m33
�wr .t/: (6.82)
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Figure 6.1 Simulation results without disturbances for case C1: a. Convergence of tracking errors

(x�xd [m]: solid line, y�yd [m]: dot-dotted line,  � d [rad]: dash-dotted line); b. Control

inputs (�u[N]: solid line, �r [Nm]: dashed line); c. Tracking trajectory in the .x;y/-plane (.x;y/:
solid line, .xd ;yd /: dashed line)

6.7 Conclusions

Restrictive assumptions on reference velocities required in the literature and Chapter

5 have been removed thanks to the coordinate transformation (6.6). The proposed

methodology in this chapter can be readily extended to design a single controller for

simultaneous stabilization and tracking of underactuated underwater vehicles. The

work presented in this chapter is based on [105, 113–115].
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Figure 6.2 Simulation results without disturbances for case C2: a. Convergence of tracking errors

(x�xd [m]: solid line, y�yd [m]: dot-dotted line,  � d [rad]: dash-dotted line); b. Control

inputs (�u[N]: solid line, �r [Nm]: dashed line); c. Tracking trajectory in the .x;y/-plane (.x;y/:
solid line, .xd ;yd /: dashed line)
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Figure 6.3 Simulation results without disturbances for case C3: a. Convergence of tracking errors

(x�xd [m]: solid line, y�yd [m]: dot-dotted line,  � d [rad]: dash-dotted line); b. Control

inputs (�u[N]: solid line, �r [Nm]: dashed line); c. Tracking trajectory in the .x;y/-plane (.x;y/:
solid line, .xd ;yd /: dashed line)
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Figure 6.4 Simulation results without disturbances for case C4: a. Convergence of tracking errors

(x�xd [m]: solid line, y�yd [m]: dot-dotted line,  � d [rad]: dash-dotted line); b. Control

inputs (�u[N]: solid line, �r [Nm]: dashed line); c. Tracking trajectory in the .x;y/-plane (.x;y/:
solid line, .xd ;yd /: dashed line)
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Figure 6.5 Simulation results with disturbances for case C1: a. Convergence of tracking errors

(x�xd [m]: solid line, y�yd [m]: dot-dotted line,  � d [rad]: dash-dotted line); b. Control

inputs (�u[N]: solid line, �r [Nm]: dashed line); c. Tracking trajectory in the .x;y/-plane (.x;y/:
solid line, .xd ;yd /: dashed line)
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Figure 6.6 Simulation results with disturbances for case C2: a. Convergence of tracking errors

(x�xd [m]: solid line, y�yd [m]: dot-dotted line,  � d [rad]: dash-dotted line); b. Control

inputs (�u[N]: solid line, �r [Nm]: dashed line); c. Tracking trajectory in the .x;y/-plane (.x;y/:
solid line, .xd ;yd /: dashed line)
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Figure 6.7 Simulation results with disturbances for case C3: a. Convergence of tracking errors

(x�xd [m]: solid line, y�yd [m]: dot-dotted line,  � d [rad]: dash-dotted line); b. Control

inputs (�u[N]: solid line, �r [Nm]: dashed line); c. Tracking trajectory in the .x;y/-plane (.x;y/:
solid line, .xd ;yd /: dashed line)
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Figure 6.8 Simulation results with disturbances for case C4: a. Convergence of tracking errors

(x�xd [m]: solid line, y�yd [m]: dot-dotted line,  � d [rad]: dash-dotted line); b. Control

inputs (�u[N]: solid line, �r [Nm]: dashed line); c. Tracking trajectory in the .x;y/-plane (.x;y/:
solid line, .xd ;yd /: dashed line)



Chapter 7

Partial-state and Output Feedback
Trajectory-tracking Control of Underactuated

Ships

Global partial-state feedback and output feedback control schemes are discussed

in this chapter for tracking control of an underactuated surface ship without sway

force. For the case of partial-state feedback, we do not require measurements of

the ship sway and surge velocities, while for the case of output feedback, none of

the ship velocities are required for feedback. The reference trajectory to be tracked

can be a curve including a straight line. Global nonlinear coordinate changes are

introduced to transform the ship dynamics to a system affine in the ship velocities

to design observers to globally exponentially estimate unmeasured velocities. These

observers plus the techniques in the previous chapter facilitate the development of

controllers in the following sections.

7.1 Control Objective

For the convenience of the reader, the mathematical model of the underactuated ship

moving in surge, sway and yaw, see Section 3.4.1.2 (i.e., (3.45) and (3.46)), is once

again presented:

P� D J .�/v;

M Pv D �C .v/v �Dv C�; (7.1)

where the matrices J .�/, M ; C .v/, and D are given by

J .�/D

2

4

cos. / �sin. / 0

sin. / cos. / 0

0 0 1

3

5 ; M D

2

4

m11 0 0

0 m22 0

0 0 m33

3

5 ;

(7.2)

C .v/D

2

4

0 0 �m22v
0 0 m11u

m22v �m11u 0

3

5 ; D D

2

4

d11 0 0

0 d22 0

0 0 d33

3

5 ;

135
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with

m11 Dm�X Pu; m22 Dm�Y Pv; m33 D Iz �N Pr ;

d11 D �Xu; d22 D �Yv; d33 D �Nr : (7.3)

The propulsion force and moment vector � is still given by (3.43), i.e.,

� D

2

4

�u
0

�r

3

5 : (7.4)

We assume that the reference trajectory is generated by a virtual ship as follows:

P�d D J .�d /vd ;

Pvd D �m11
m22

ud rd � d22

m22
vd ; (7.5)

where all the variables have similar meanings as in system (7.1). It is noted that we

do not require the reference surge and yaw velocities to be generated by the virtual

ship. In this chapter we impose the following assumptions on the reference model

(7.5):

Assumption 7.1. The reference signals xd ; yd ; ud ; rd ; Pud ; Rud and Prd are bounded.

There exists a strictly positive constant udmin, such that jud .t/j � udmin; 8 t � 0.

The reference sway velocity satisfies jvd .t/j< jud .t/j ; 8 t � 0.

Assumption 7.2. One of the following conditions holds:

C1. The surge and sway displacements .x; y/, yaw angle,  , and yaw velocity,

r , are measurable but the surge and sway velocities, u and v, are not.

C2. The surge and sway displacements .x; y/ and yaw angle  are measurable

but none of the velocities u, v, and r are measurable.

Remark 7.1. Condition jud .t/j � udmin; 8 t � 0 implies that the reference surge

velocity is always nonzero but can be either positive or negative. This means that we

consider both forward and backward tracking. From a practical control viewpoint of

surface ships, the condition jud .t/j � udmin; 8 t � 0 is much less restrictive than

a persistently exciting condition on the yaw reference velocity in the references

[19, 71, 106] in the sense that tracking of a straight line is included. Surface ships

are often equipped with a rudder or a pair of propellers or water jets. The yaw

moment to steer the ship is generated by changing the rudder angle or the speed

of each propeller or water jet. These facts imply that the tracking control is carried

out only when the surge speed is nonzero. The condition jvd .t/j< jud .t/j ; 8 t � 0

implies that the ship cannot track a circle with arbitrarily small radius due to the

ship’s high inertia and underactuation in the sway direction.

Remark 7.2. Assumption 7.2.C1 means that we need to solve a partial-state feed-

back control problem. Although the yaw velocity is measurable, there is still a cross
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term uv in the yaw velocity dynamics, see the last equation of (7.1). Assumption

7.2.C2 implies that we need to solve an output feedback control problem. Indeed,

Assumption 7.2.C2 covers Assumption 7.2.C1. We will, however, show later that

design of an output feedback tracking controller is much more involved than that of

the partial-state feedback controller.

7.2 Partial-state Feedback

7.2.1 Observer Design

As discussed above, since the term C .v/v in (7.1) causes difficulties in observer

design, we first remove this term by proposing the following coordinate transforma-

tion:

X D eQ.t;�/v; (7.6)

where Q.t;�/ is a matrix to be determined. Differentiating both sides of (7.6) along

the solutions of the second equation of (7.1) yields

PX D eQ.t;�/Œ PQ.t;�/�M �1C .v/�v C eQ.t;�/.�Dv C�/: (7.7)

It can be seen that the square bracket on the right-hand side of (7.7) is zero, if the

matrix Q.t;�/ is chosen such that

PQ.t;�/�M �1C .v/D 0: (7.8)

By using the first equation of (7.1), a particular solution of (7.8) is

Q.t;�/D M �1

2

4

0 0 �m22q13
0 0 m11q23
m22q13 �m11q23 0

3

5 ; (7.9)

with

q13 D y cos. /�x sin. /Cp13.t/;

q23 D y sin. /Cx cos. /Cp23.t/;

Pp13 D y sin. /rCx cos. /r; (7.10)

Pp23 D �y cos. /rCx sin. /r:

Note that the matrix Q.t;�/ contains only the available signals since we assume

that x; y,  , and r are measurable. Using the Taylor expansion the matrix eQ.t;�/

can be expanded as
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eQ.t;�/ D

2

6

6

6

6

6

6

6

4

1

2a5

�

2a2a4Ca1a3

�

e�p
a5 C e

p
a5

��

1

2a5

�

a2a3

�

e�p
a5 C e

p
a5 �2

��

1

2
p
a5

�

a3

�

�e�p
a5 C e

p
a5

��

1

2a5

�

a1a4

�

e�p
a5 C e

p
a5 �2

�� 1

2
p
a5

�

a1

�

�e�p
a5 C e

p
a5

��

1

2a5

�

2a1a3Ca2a4

�

e�p
a5 C e

p
a5

�� 1

2
p
a5

�

a2

�

�e�p
a5 C e

p
a5

��

1

2
p
a5

�

a4

�

�e�p
a5 C e

p
a5

�� 1

2

�

e�p
a5 C e

p
a5

�

3

7

7

7

7

7

7

5

;

(7.11)

where

a1 D �m22
m11

q13;

a2 D m11

m22
q23;

a3 D m22

m33
q13; (7.12)

a4 D �m11
m33

q23;

a5 D a1a3Ca2a4:

Similarly, e�Q.t;�/ has the same form as (7.11), but all of the terms ai ; 1 � i �
4 have an opposite sign to those defined in (7.12). From (7.11) and noticing that

a5 � 0; 8.q13;q23/ 2 R
2, it is easily seen that all elements of eQ.t;�/ or e�Q.t;�/

are bounded by some constants, which depend only on the ship parameters, m11,

m22, andm33. Using the coordinate change (7.6), the ship system (7.1) is written in

.�;X/ coordinates as

P� D J .�/e�Q.t;�/X ;

PX D �eQ.t;�/M �1De�Q.t;�/X C eQ.t;�/M �1�: (7.13)

The system (7.13) has a very nice structure, namely linear in the unmeasured states.

Of course, a reduced-order observer can be designed but it is often noise-sensitive.

Here we use the following nonlinear observer to construct the unmeasured surge

and sway velocities:

PO� D J .�/e�Q.t;�/ OX CK0.�� O�/;
POX D �eQ.t;�/M �1De�Q.t;�/ OX C eQ.t;�/M �1� C

.J .�/e�Q.t;�//T .�� O�/; (7.14)
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where O� and OX are the estimates of � and X , respectively; K0 D K T
0

is the positive

diagonal observer gain matrix. From (7.13) and (7.14), we have

PQ� D J .�/e�Q.t;�/ QX �K0 Q�;
PQX D �eQ.t;�/M �1De�Q.t;�/ QX � .J .�/e�Q.t;�//T Q�; (7.15)

where Q� D �� O� and QX D X � OX . From (7.15), one can show that









. Q�.t/; QX.t//









�








. Q�.t0/; QX.t0//









e��0.t�t0/; 8 0� t0 � t <1; (7.16)

with �0 D min
�

�min.K0/;�min.M
�1D/

�

, which in turn implies that (7.14) is a

global exponential observer of (7.13). We define Ov D Œ Ou; Ov; Or�T being an estimate

of the velocity vector v as

Ov D e�Q.t;�/ OX : (7.17)

Using (7.17) and (7.14), we rewrite (7.1) in .�; Ov/ coordinates as

� P�
POv

�

D
�

J .�/ Ov
�M �1C . Ov/ Ov �M �1D Ov CM �1�

�

C
�

03�3 H12
H21 H22

��

Q�
QX

�

; (7.18)

where

H12 D J .�/e�Q.t;�/;

H21 D e�Q.t;�/.J .�/e�Q.t;�//T ;

H22 D M �1C . Ov C e�Q.t;�/ QX/e�Q.t;�/�M �1C �. Ov/e�Q.t;�/C
e�Q.t;�/M �1C . Ov C e�Q.t;�/ QX/; (7.19)

with C �. Ov/ being defined such that C �. Ov/ Qv D C . Qv/ Ov. It is now observed that the

systems (7.15) and (7.18) are in a cascaded structure. It is also observed that the

system . Q�; QX/ is GES at the origin and that the connected terms H12;H21, and H22
are Lipschitz in � and Ov. Furthermore from (7.17) and (7.6), the velocity estimate

error vector, Qv D Œ Qu; Qv; Qr�T D v � Ov, satisfies

Qv D e�Q.t;�/ QX : (7.20)

Since all elements of e�Q.t;�/ are bounded, (7.16) and (7.20) imply that there exists

a positive constant 
0 such that

k. Q�.t/; Qv.t//k � 
0 k. Q�.t0/; Qv.t0//ke��0.t�t0/; 80� t0 � t <1; (7.21)

which means that the estimation errors Q�.t/ and Qv.t/ globally exponentially con-

verge to the origin.
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7.2.2 Coordinate Transformations

We now interpret the position and orientation errors x�xd , y�yd , and  � d in

a frame attached to the ship body. That is, we consider the error coordinates

2

4

xe
ye
 e

3

5D J �1.�/

2

4

x�xd
y�yd
 � d

3

5 ;

2

4

ue
ve
re

3

5D

2

4

Ou�ud
Ov�vd
Or � rd

3

5 : (7.22)

Differentiating both sides of (7.22) along the solutions of (7.18) and (7.5) yields

the error dynamics of the “kinematic part” in the transformed coordinates:

Pxe D ue �ud .cos. e/�1/�vd sin. e/C reye C rdye Chx ;

Pye D ve �vd .cos. e/�1/Cud sin. e/� rexe � rdxe Chy ;
P e D re Ch 

(7.23)

where hx , hy , and h are the first, second, and third rows of J �1.�/H12 QX C

Qr

2

4

ye
�xe
0

3

5, respectively.

By looking at (7.23), we see that xe and  e can be stabilized by ue and re . There

are several options to stabilize ye , namely re , ve , or  e . If re is used, the control

design will be extremely complicated since re enters all of the three equations of

(7.23). On the other hand, the use of ve to stabilize ye will result in an undesired

feature of ship control practice, namely the ship will slide in the sway direction.

Hence we will use e to stabilize the sway error ye . As such, we define the following

coordinate transformation

ze D  e C arcsin

 

kye
p

c2Cx2e Cy2e Cv2e

!

; (7.24)

where the constants k and c are such that jkj < 1 and c � 1 and will be specified

later. It is seen that (7.24) is well defined and that convergence of ze and ye implies

that of  e . By using the nonlinear coordinate transformation (7.24) instead of a

linear one like ze D  e Ckye , we avoid the ship whirling around when ye is large.

The coordinate (7.24) is slightly different from the one in the preceding chapter.

This will result in bounded virtual velocity controls. Using the nonlinear coordinate

(7.24) together with (7.23), the ship error dynamics are rewritten as

Pxe D ue Cud$
�1
2 .$2�$1/Ckvd$

�1
2 ye C reye C rdye Cpx Chx ;

Pye D ve Cvd$
�1
2 .$2�$1/�kud$�1

2 ye � rexe � rdxe Cpy Chy ;
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Pze D
�

1�k$�1
1 xe Ckˇ$�1

1 $�2
2 yeve.ue Cud /

�

re C
k$�1

1

�

ve Cvd$
�1
2 .$2�$1/�kud$�1

2 ye � rdxe� ye$
�2
2 �

xeue Cyeve C .xeud Cyevd /$
�1
2 .$2�$1/C .xevd �yeud /

�

�

k$�1
2 ye �ve.˛ve Cˇuerd /

��

Cpz Chz ;

Pue D m22

m11
Ov Or � d11

m11
OuC 1

m11
�u� Pud Chu;

Pve D �m11
m22

uerd � m11

m22
.ue Cud /re � d22

m22
ve Chv;

Pre D .m11�m22/
m33

Ou Ov� d33

m33
OrC 1

m33
�r � Prd Chr ; (7.25)

where hu, hv , and hr are the first, second, and third rows ofH21 Q�CH22 QX , respec-

tively. Also, for notational simplicity, we have defined

$1 D
q

c2Cx2e C .1�k2/y2e Cv2e ;

$2 D
q

c2Cx2e Cy2e Cv2e ;

˛ D d22

m22
; ˇ D m11

m22
;

px D �ud
�

.cos.ze/�1/$1$
�1
2 C sin.ze/k$

�1
2 ye

�

�
vd
�

sin.ze/$1$
�1
2 � .cos.ze/�1/k$�1

2 ye
�

;

py D �vd
�

.cos.ze/�1/$1$
�1
2 C sin.ze/k$

�1
2 ye

�

C (7.26)

ud
�

sin.ze/$1$
�1
2 � .cos.ze/�1/k$�1

2 ye
�

;

pz D k$�1
1

�

py �ye$�2
2

�

xepx Cyepy
��

;

hz D k$�1
1

�

hy �ye$�1
2

�

xehx Cyehy Cvehv
��

Ch :

It is now clear that the problem of forcing the underactuated ship (7.1) to track the

virtual ship (7.5) becomes one of stabilizing the system (7.25) at the origin.

7.2.3 Control Design

The triangular structure of (7.25) suggests that we design the actual controls �u
and �r in two stages. First, we design the virtual velocity controls for ue and re
to globally asymptotically stabilize xe , ye , ze and ve at the origin. Based on the

backstepping technique, the controls �u and �r will be then designed. It is noted

that the term
�

1�kxe=$1Ckˇyeve.ue Cud /=.$1$
2
2 /
�

in the ze-dynamics may

vanish and therefore might prevent a global design. This problem can be fixed by

decomposing ue and re as
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ue D ude C Que;
re D rde C Qre; (7.27)

where ude and rde are the virtual velocity controls of ue and re; Que and Qre are the

virtual control errors.

Step 1

In this step, the virtual surge and yaw velocity controls are chosen as

ude D �k1xe
$2

; rde D rd1e C rd2e; (7.28)

where

rd1e D � 1

1�kxe=$1Ckˇyeve.ude Cud /=.$1$
2
2 /

�

k

$1

�

ve C vd

$2

�

.$2�$1//�
kudye

$2

� rdxe �
�

ye

$2

�

xeu
d
e Cyeve C .xeudC

yevd /
.$2�$1/

$�1
2

C .xevd �yeud /
kye

$2

�ve.˛ve Cˇude rd /

���

;

rd2e D � 1

1�kxe=$1Ckˇyeve.ude Cud /=.$1$
2
2 /

 

k2ze
p

1Cz2e
Cpz

!

; (7.29)

and ki ; i D 1; 2, are positive constants to be selected later. We have written rde as a

sum of rd1e and rd2e to simplify notation in the stability analysis later. Notice that

1� kxe

$1

C kˇyeve.u
d
e Cud /

$1$
2
2

� 1�jkj
�

1C 0:5ˇ.k1Cjud j/
c

�

; (7.30)

therefore rd1e and rd2e are well defined if the design constants k; c and k1 are chosen

such that

1�jkj.1C0:5ˇ.k1Cjud j/=c/� k� > 0: (7.31)

By noting

jpxj � jud j.2Cjkj/Cjvd j.1C2 jkj/;
ˇ

ˇpy
ˇ

ˇ� jvd j.2Cjkj/Cjud j.1C2 jkj/;
jpzj � jkj.2

ˇ

ˇpy
ˇ

ˇCjpxj/; (7.32)

we can show from (7.28) and (7.29) that ude and rde are bounded by some constants.

Remark 7.3. Unlike the standard application of the backstepping technique, in order

to reduce complexity of the controller expressions, we have chosen a simple virtual
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control law ude without canceling the known terms. From (7.29) and (7.28), we

observe that rd1e is Lipschitz in .xe;ye;ve/ and rd2e vanishes when ze does. This

observation plays a crucial role in the stability analysis of the closed loop system.

Step 2

By differentiating (7.27) along the solutions of (7.25) and (7.29), the actual controls

�u and �r without canceling the useful damping terms are chosen as

�u D �m11
�

c1 Que Cm22m
�1
11 Ov Or �d11m�1

11 .u
d
e Cud /� Pud�

@ude
@xe

�

ue Cud$
�1
2 .$2�$1/Ckvd$

�1
2 ye C reye C rdye

�

�

@ude
@ye

�

ve Cvd$
�1
2 .$2�$1/�kud$�1

2 ye � rexe � rdxe
�

�

@ude
@ve

m�1
22 .�m11uerd �m11.ue Cud /re �d22ve/C

$�1
1 $�2

2 .kˇyever �kye.xe �ˇrdve//ze
�

;

�r D �m33
�

c2 Qre C .m11�m22/m�1
33 Ou Ov�d33m�1

33 .r
d
e C rd /� Prd�

@rde
@ud

Pud � @rde
@vd

Pvd � @rde
@rd

Prd � @rde
@xe

�

ue Cud$
�1
2 .$2�$1/C

kvd$
�1
2 ye C reye C rdye

�

� @rde
@ye

�

ve Cvd$
�1
2 .$2�$1/�

kud$
�1
2 ye � rexe � rdxe

�

� @rde
@ve

m�1
22 .�m11uerd �m11.ueC

ud /re �d22ve/�
@rde
@ e

re C
�

1�k$�1
1 xe Ckˇ$�1

1 $�2
2 �

yeve.u
d
e Cud /

�

ze

�

; (7.33)

where ci ; i D 1; 2, are positive constants. We now state the first main result of this

chapter, the proof of which is given in the next section.

Theorem 7.1. Under Assumption 7.1 assume the following:

1. There are no environmental disturbances

2. The ship parameters are known

3. The reference signals are generated by the virtual ship model (7.5) and the ref-

erence velocities satisfy Assumption 7.1.

If the partial state feedback control law (7.33) together with the observer (7.18) are

applied to the ship system (7.1), then the tracking errors x.t/�xd .t/, y.t/�yd .t/,
 .t/� d .t/, and v.t/� vd .t/ globally asymptotically and locally exponentially
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converge to zero with an appropriate choice of the design constants c; k and ki ; i D
1;2. Furthermore, the virtual velocity controls, ude and rde , are bounded by some

computable positive constants.

7.2.4 Stability Analysis

Substituting (7.33) and (7.28) into (7.25) results in the following closed loop system:

PX1e D f1.t;Xe/Cg1.t;Xe/C�1.t; Ov;Xe ;�; Q�; QX/;
PX2e D f2.t;Xe/C�2.t; Ov;Xe ;�; Q�; QX/; (7.34)

where

X1e D

2

4

xe
ye
ve

3

5 ; X2e D

2

4

ze
Que
Qre

3

5 ; Xe D
�

X1e

X2e

�

;

f1.t;Xe/D

2

4

f11
f12
f13

3

5 ; f2.t;Xe/D

2

4

f21
f22
f23

3

5 ; g1.t;Xe/D

2

4

px C Que
py
g13

3

5 ;

�1.t; Ov;Xe ;�; Q�; QX/D

2

4

h�
x

h�
y

hv

3

5 ; �2.t; Ov;Xe ;�; Q�; QX/D

2

4

hz
'22
'23

3

5 ;

f11 D �k1xe
$2

Cud
$2�$1

$2

C kvdye

$2

Cye.re C rd C Qr/;

f12 D ve Cvd
$2�$1

$2

� kudye

$2

�xe.re C rd C Qr/;

f13 D �˛ve �ˇude rd �ˇ .ude Cud /r
d
1e;

g13 D �ˇ
�

Que.rde C Qre C rd /C .ude Cud /.r
d
2e C Qre/

�

;

f21 D � k2ze
p

1Cz2e
C
 

1� kxe

$1

C kˇyeve.u
d
e Cud /

$1$
2
2

!

Qre C
�

kˇyevere

$1$
2
2

� kye

$1$
2
2

.xe �ˇrdve/
�

Que;

f22 D �
�

c1C d11

m11

�

Que �
�

kˇyevere

$1$
2
2

� kye

$1$
2
2

.xe �ˇrdve/
�

ze;

f23 D �
�

c2C d33

m33

�

Qre �
 

1� kxe

$1

C kˇyeve.u
d
e Cud /

$1$
2
2

!

ze;
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'22 D hu� @ude
@xe

.px Chx/�
@ude
@ye

�

py Chy
�

� @ude
@ve

hv;

'23 D hr � @rde
@xe

.px Chx/�
@rde
@ye

�

py Chy
�

� @rde
@ve

hv � @rde
@ e

h ; (7.35)

with h�
x and h�

y being the first and second rows of J �1.�/H12 QX . The time de-

pendence of fi .t;Xe/, g1.t;Xe/, and �i .t; Ov;Xe ;�; Q�; QX/; i D 1;2, is due to the

time-varying reference velocities. Observe that the closed loop system (7.34) con-

sists of the .X1e ;X2e/-subsystem and . Q�; QX/-subsystem (see (7.15)) in a cas-

caded structure. From (7.35) it can be readily shown that the connected terms

�i .t; Ov;Xe ;�; Q�; QX/; i D 1;2, satisfy









�i .t; Ov;Xe ;�; Q�; QX/









� �i . Ov;�/









. Q�; QX/









; (7.36)

where the functions �i . Ov;�/ are Lipschitz in Ov and are bounded with respect to any

�. Also we note that by definition Ov D Œ Ou; Ov; Or�T D Œude Cud C Que;ve C vd ; r
d
e C

rd C Qre�T , the . Q�; QX/-subsystem is GES at the origin, and the reference velocities

ud , vd and rd are bounded. On the other hand, the virtual velocity controls, ude and

rde are bounded. Hence, using the recent stability results for cascade systems given

in [17,69], we need to show that there exist the design constants c, k, k1, and k2 such

that the .X1e ;X2e/-subsystem without the connected terms �i .t; Ov;�; Q�; QX/; i D
1;2, is GAS at the origin. That is why we did not include some nonlinear damping

terms in the control law (7.33). From the above discussions, we will study the system

given by

PX1e D f1.t;Xe/Cg1.t;Xe/;

PX2e D f2.t;Xe/: (7.37)

To further simplify the investigation of stability of the system (7.37), we note that

this system also consists of the X1e-subsystem and the X2e-subsystem in a cas-

caded structure. From (7.35), it is not hard to show that the connected term g1.t;Xe/

satisfies kg1.t;Xe/k � �1 kX2ek with �1 being some positive constant. Therefore

global stability of PX1e D f1.t;Xe/ and PX2e D f2.t;Xe/ implies that of (7.37).

We will first study stability of the subsystem PX2e D f2.t;Xe/ then move to the

subsystem PX1e D f1.t;Xe/.

Subsystem PX2e D f2.t;Xe/. By differentiating V1 D 0:5
�

z2e C Qu2e C Qr2e
�

along the

solutions of PX2e D f2.t;Xe/, one can show that this system is globally asymptoti-

cally and locally exponentially stable at the origin for any constants k2 > 0; c1 � 0,

and c2 � 0.

Subsystem PX1e D f1.t;Xe/. To investigate the stability of this subsystem, we take

the Lyapunov function
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V2 D
q

c2Cx2e Cy2e Cv2e C 1

2
k3v

2
e � c; (7.38)

where k3 is a positive constant to be selected later. After some lengthy but simple

calculation using the completing squares, the time derivative of (7.38) along the

solutions of PX1e D f1.t;Xe/ satisfies

PV2 � �p1.t/x2e$�2
2 �p2.t/y2e$�2

2 �p3.t/v2e ; (7.39)

with

p1.t/ D k1�ˇ.k3C1=c/k1 jrd j=.4"3/� Œjkvd j=.4"1/Cˇ.k3C1=c/ �
.k1Cjud j/ jkj.jrd j=.4"3.1�k2//Ck1=.2c

p
1�k2//=k�

i

;

p2.t/ D kud �1=.4"2/�
�

k2.0:5 jud jC jvd j/=cC "1 jkvd jCˇ.k3C1=c/�
.k1Cjud j/ jkj

�

k2 jvd jC .k2Cjkj/.jud jC jvd j/Cjkud j=.c4"3/
�

=k�� ;

p3.t/ D ˛k3� "2�ˇ.k3C1=c/k1 jrd j"3� Œˇ.k3C1=c/.k1Cjud j/ jkj�
.2=cCjkud j"3=cC "3 jrd jC0:5˛=cCˇk1 jrd j=c2/=k�� ; (7.40)

where "i ; 1 � i � 3 are positive constants. Hence the subsystem PX1e D f1.t;Xe/

is GAS at the origin if the design constants are chosen such that

pi .t/� p�
i (7.41)

for some positive constants p�
i ; i D 1;2;3. In summary, we need to choose the con-

stants c; k; k1, and k3 such that they satisfy (7.31) and (7.41). Note that the con-

dition (7.31) automatically implies that jkj < 1 is required in (7.24). In the next

section, we will show that under Assumption 7.1, there always exist the constants c,

k, k1, and k3 such that (7.31) and (7.41) hold.

7.2.5 Selection of Design Constants

To choose the design constants c; k; k1, and k3, we observe the following: First, it

is noted from the expression of p2.t/ that the sign of constant k must have the same

sign as that of the reference surge velocity, ud (this sign does not change under

Assumption 7.1). Second, it is observed that the condition (7.31) can be rewritten in

the form of

1�jkj
�

1C0:5ˇ.k1Cumax
d /=c

�

� k� > 0; (7.42)

which implies that for each fixed k� <1; k1 >0; umax
d
; jkj<k�, we can always pick

a large enough constant c such that (7.42) holds. Third, under Assumption 7.1, the

magnitude of the reference sway velocity is always less than that of the reference

surge velocity. Fourth, the mass including added mass in the sway dynamics, m22,

is always larger than that in the surge dynamics, m11, for surface ships, i.e., ˇ < 1.



7.3 Output Feedback 147

Finally, all of the terms in the square brackets in pi ; i D 1;2;3 have the constant

k as a factor. These terms also decrease when the constant c increases. Looking

closely at pi with the above observations, if the constant k is chosen small enough

and the constant c is selected large enough, then we can pick a positive constant

k1 such that (7.31) and (7.41) hold with some large enough k3. It is noted that jkj
should be decreased and c should be increased if ud is large. This physically means

that the distance from the ship to the point it aims to track should be increased

if the velocities and surge acceleration are large, otherwise the ship will miss that

point. Furthermore when ˛ is small, jkj and k1 should be decreased, and c should

be increased. This can be physically interpreted as follows: If the damping in the

sway dynamics is small, the control gain in the surge dynamics should also be small

otherwise the ship will slide in the sway direction. Due to complicated expressions

of pi .t/, we provide some general guidelines to choose the design constants rather

than present their extremely complex explicit expressions: Pick k� <1, small values

for jkj and k1, larger values for c and k3. Then increase c and k3 until (7.31) and

(7.41) hold.

7.3 Output Feedback

7.3.1 Observer Design

We now introduce a more general coordinate change than (7.6) to cancel the term

C .v/v in (7.1) as follows:

X D P.�/v; (7.43)

where P.�/ 2 R
3�3 is a global invertible matrix to be determined. With (7.43), the

second equation of (7.1) is written as

PX D
h

PP.�/v �P.�/M �1C .v/v
i

�P.�/M �1DP�1.�/X CP.�/M �1�:

(7.44)

Our goal is to cancel the terms in the square bracket on the right-hand side of (7.44).

Assuming that the elements of P.�/ are pij .�/; i D 1;2;3; j D 1;2;3, the first

bracket in the right-hand side of (7.44) is zero if

Ppi1uC Ppi2vC Ppi3rC m22

m11
pi1vr � m11

m22
pi2urC m11�m22

m33
pi3uv D 0;

i D 1;2;3; 8.�; u; v; r/ 2 R
6; (7.45)

where for brevity, we omit the argument � of pij .�/. With the first equation of (7.1),

we expand (7.45) as
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�

@pi1

@x
cos. /C @pi1

@y
sin. /

�

u2C
�

�@pi2
@x

sin. /C @pi2

@y
cos. /

�

v2C

@pi3

@ 
r2C

�

�@pi1
@x

sin. /C @pi1

@y
cos. /C @pi2

@x
cos. /C @pi2

@y
sin. /C

m11�m22
m33

pi3

�

uvC
�

@pi1

@ 
C @pi3

@x
cos. /C @pi3

@y
sin. /� m11

m22
pi2

�

urC
�

@pi2

@ 
� @pi3

@x
sin. /C @pi3

@y
cos. /C m22

m11
pi1

�

vr D 0: (7.46)

Therefore (7.46) holds for all .�; u;v;r/ 2 R
6 if

@pi1

@x
cos. /C @pi1

@y
sin. /D 0;

�@pi2
@x

sin. /C @pi2

@y
cos. /D 0;

@pi3

@ 
D 0;

�

@pi2

@y
� @pi1

@x

�

sin. /C
�

@pi1

@y
C @pi2

@x

�

cos. /C m11�m22
m33

pi3 D 0;

@pi1

@ 
C @pi3

@x
cos. /C @pi3

@y
sin. /� m11

m22
pi2 D 0;

@pi2

@ 
� @pi3

@x
sin. /C @pi3

@y
cos. /C m22

m11
pi1 D 0: (7.47)

A family of solutions of the above set of six partial differential equations is

pi1 D ..m11Ci3xCm33Ci1/sin. /� .m11Ci3y�m33Ci2/cos. //

m33
;

pi2 D m22 ..m11Ci3xCm33Ci1/cos. /C .m11Ci3y�m33Ci2/sin. //

m11m33
;

pi3 D Ci3; (7.48)

where Ci1, Ci2 and Ci3 are arbitrary constants. It is noted that the above solutions

can be obtained by the following MapleTM code:

>PDE1:=diff(p11(x,y,\psi),x)*cos(\psi)+

diff(p11(x,y,\psi),y)*sin(\psi)=0,

-diff(p12(x,y,\psi),x)*sin(\psi)+

diff(p12(x,y,\psi),y)*cos(\psi)=0,

diff(p13(x,y,\psi),\psi)=0,

(diff(p12(x,y,\psi),y)-diff(p11(x,y,\psi),x))*

sin(\psi)+(diff(p11(x,y,\psi),y)+diff(p12(x,y,

\psi),x))*cos(\psi)+(m11-m22)/m33*p13(x,y,\psi)=0,

diff(p11(x,y,\psi),\psi)+diff(p13(x,y,\psi),x)*
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cos(\psi)+diff(p13(x,y,\psi),y)*sin(\psi)-

m11/m22*p12(x,y,\psi)=0,

diff(p12(x,y,\psi),\psi)-diff(p13(x,y,\psi),x)*

sin(\psi)+diff(p13(x,y,\psi),y)*cos(\psi)+

m22/m11*p11(x,y,\psi)=0;

>PDE2:=diff(p21(x,y,\psi),x)*cos(\psi)+

diff(p21(x,y,\psi),y)*sin(\psi)=0,

-diff(p22(x,y,\psi),x)*sin(\psi)+

diff(p22(x,y,\psi),y)*cos(\psi)=0,

diff(p23(x,y,\psi),\psi)=0,

(diff(p22(x,y,\psi),y)-diff(p21(x,y,\psi),x))*

sin(\psi)+(diff(p21(x,y,\psi),y)+diff(p22(x,y,

\psi),x))*cos(\psi)+(m11-m22)/m33*p23(x,y,\psi)=0,

diff(p21(x,y,\psi),\psi)+diff(p23(x,y,\psi),x)*

cos(\psi)+diff(p23(x,y,\psi),y)*sin(\psi)-

m11/m22*p22(x,y,\psi)=0,

diff(p22(x,y,\psi),\psi)-diff(p23(x,y,\psi),x)*

sin(\psi)+diff(p23(x,y,\psi),y)*cos(\psi)+

m22/m11*p21(x,y,\psi)=0;

>PDE3:=diff(p31(x,y,\psi),x)*cos(\psi)+

diff(p31(x,y,\psi),y)*sin(\psi)=0,

-diff(p32(x,y,\psi),x)*sin(\psi)+

diff(p32(x,y,\psi),y)*cos(\psi)=0,

diff(p33(x,y,\psi),\psi)=0,

(diff(p32(x,y,\psi),y)-diff(p31(x,y,\psi),x))*

sin(\psi)+(diff(p31(x,y,\psi),y)+diff(p32(x,y,

\psi),x))*cos(\psi)+(m11-m22)/m33*p33(x,y,\psi)=0,

diff(p31(x,y,\psi),\psi)+diff(p33(x,y,\psi),x)*

cos(\psi)+diff(p33(x,y,\psi),y)*sin(\psi)-

m11/m22*p32(x,y,\psi)=0,

diff(p32(x,y,\psi),\psi)-diff(p33(x,y,\psi),x)*

sin(\psi)+diff(p33(x,y,\psi),y)*cos(\psi)+

m22/m11*p31(x,y,\psi)=0;

>solutions:=pdsolve([PDE1, PDE2, PDE3]);

We now choose the constants Ci1, Ci2, and Ci3 such that the matrix P.�/ is

invertible. A choice of C13 D C11 D 0, C12 D 1, C23 D C22 D 0, C21 D 1, C31 D
C32 D 0, and C33 D 1 results in



150 7 Partial-state and Output Feedback Trajectory-tracking Control of Underactuated Ships

P.�/D

2

6

6

6

6

6

6

6

6

4

cos. / �m22 sin. /

m11
0

sin. /
m22 cos. /

m11
0

m11 .sin. /x� cos. /y/

m33

m22 .cos. /xC sin. /y/

m33
1

3

7

7

7

7

7

7

7

7

5

:

(7.49)

Substituting (7.49) into (7.44) and using (7.43) and the first equation of (7.1), we

have

P� D J .�/P�1.�/X ;

PX D �D�.�/X CP.�/M �1�; (7.50)

with D�.�/D P.�/M �1DP�1.�/. It can be seen that the matrix P.�/ given in

(7.49) does not use any ship velocities. This feature results in the main difference

between the partial-state feedback design in Section 7.2 and the output feedback de-

sign in this section. From (7.50), we use the following full-order nonlinear observer

to construct the unmeasured ship velocities:

PO� D J .�/P�1.�/ OX CK01.�� O�/;
POX D �D�.�/ OX CP.�/M �1� CK02.�� O�/; (7.51)

where O� and OX are the estimates of � and X , respectively. The observer gain matri-

ces K01 and K02 are chosen such that

Q01 D K T
01P01 CP01K01;

Q02 D DT
� .�/P02 CP02D�.�/

are positive definite, and that

.J .�/P�1.�//T P01 �P02K02 D 0; (7.52)

with P01 and P02 being positive definite matrices. It is straightforward to show that

K01 and K02 always exist since D�.�/ is positive definite. From (7.50) and (7.51),

we have

PQ� D J .�/P�1.�/ QX �K01 Q�;
PQX D �D�.�/ QX �K02 Q�; (7.53)

where Q� WD . Qx; Qy; Q /T D �� O� and QX WD . Qx1; Qx2; Qx3/T D X � OX . From (7.53) and

(7.52), we can show that there exist strictly positive constants 
0 and �0 such that









. Q�.t/; QX.t//









� 
0









. Q�.t0/; QX.t0//









e��0.t�t0/; 8 t � t0 � 0: (7.54)
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Define Ov D Œ Ou; Ov; Or�T being an estimate of the velocity vector v as

Ov D P�1.�/ OX : (7.55)

Then the velocity estimate error vector, Qv WD Œ Qu; Qv; Qr�T D v � Ov, satisfies

Qv D P�1.�/ QX : (7.56)

Based on (7.56), we cannot conclude anything about the convergence of the velocity

estimate errors since some elements of the matrix P.�/, see (7.49), depend linearly

on x and y. However, our controller will guarantee that .x;y/ are globally bounded.

Then (7.56) implies that the velocity estimate errors globally exponentially converge

to zero. Indeed, the linear dependence of P.�/ on x and y will result in a challeng-

ing problem, which the control design will have to take care of. To prepare for the

control design, using (7.55), we rewrite (7.51) as

Px D Oucos. /� Ov sin. /C
�

cos2. /Cm11m
�1
22 sin2. /

�

Qx1C
0:5.m22�m11/m�1

22 sin.2 / Qx2;
Py D Ousin. /C Ov cos. /C0:5.m22�m11/m�1

22 sin.2 / Qx1C
�

sin2. /Cm11m
�1
22 cos2. /

�

Qx2;
P D OrCm11m

�1
33 .y Qx1�x Qx2/C Qx3;

POu Dm22m
�1
11 Ov Or �d11m�1

11 OuCm�1
11 �uC Ov

�

m22m
�1
33 .y Qx1�x Qx2/C

m22m
�1
11 Qx3

�

C cos. / QxC sin. / Qy�m11m�1
33 .sin. /x� cos. /y/ Q ;

POv D �m11m�1
22 Ou Or �d22m�1

22 Ov� Oum11m�1
22

�

m11m
�1
33 .y Qx1�x Qx2/C Qx3/�

m211m
�2
22 .sin. / Qx� cos. / Qy/�m211m�1

22m
�1
33 .cos. /xC sin. /y/ Q ;

POr D .m11�m22/m�1
33 Ou Ov�d33m�1

33 OrCm�1
33 �r Cm211m

�1
22m

�1
33 Ou�

.�sin. / Qx1C cos. / Qx2/�m22m�1
33 Ov� .cos. / Qx1C

sin. / Qx2/C .m211Cm233/m
�2
33

�

x2Cy2
� Q Cm�1

22m
�1
33 �

��

0:5.m211�m11m22/sin.2 /xC .m11m22 cos2. /C
m211 sin2. //y

�

QxC
�

0:5.m211�m11m22/sin.2 /y�
.m11m22 sin2. /Cm211 cos2. //x

�

Qy
�

; (7.57)

where for simplicity, we have taken K02 D .J .�/P�1.�//T .

7.3.2 Coordinate Transformations

If one applies the coordinate change (7.22) to (7.57), it will result in a very com-

plicated system, namely some quadratic terms of .xe;ye; e/ multiplied by the ob-

server errors appearing in the kinematic part of the transformed system due to linear
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dependence of x and y on some elements of the matrix P.�/. This makes the con-

trol design extremely difficult and might result in a finite escape. To avoid the said

difficulty, we propose the following coordinate transformation:

2

4

xe
ye
 e

3

5D J �1.�d /

2

4

x�xd
y�yd
 � d

3

5 ;

8

<

:

ue D Ou�ud ;
ve D Ov�vd ;
re D Or � rd :

(7.58)

Indeed, convergence to zero of .xe;ye; e/ implies that of .x�xd ;y�yd ; � d /.
Differentiating both sides of (7.58) along the solutions of (7.57) and (7.5) yields the

error dynamics of the “kinematic part”:

Pxe D ue C .ue Cud /.cos. e/�1/� .ve Cvd /sin. e/C rdye Chx ;

Pye D ve C .ve Cvd /.cos. e/�1/C .ue Cud /sin. e/� rdxe Chy ;
P e D re C˝ Ch ;

(7.59)

where, for notational simplicity, we have defined

hx D cos. d /�x C sin. d /�y ;

hy D �sin. d /�x C cos. d /�y ;

h Dm11m
�1
33 .yd Qx1�xd Qx2/C Qx3;

˝ Dm11m
�1
33 ..sin. d /xe C cos. d /ye/ Qx1� .cos. d /xe � sins. d /ye/ Qx2/;

�x D .cos2. /C sin2. /m11m
�1
22 / Qx1C0:5sin.2 / Qx2.m11�m22/m�1

22 ;

�y D 0:5sin.2 / Qx1.m11�m22/m�1
22 C .sin2. /C cos2. /m11m

�1
22 / Qx2:

(7.60)

We define the following coordinate transformation, which is slightly different from

(7.24):

ze D  e C arcsin

 

kudye
p

1Cx2e Cy2e

!

; (7.61)

where the constant k is such that jkud .t/j< 1; 8 t � 0. This constant will be speci-

fied later. Using the nonlinear coordinate transformation (7.61) together with (7.59),

the ship error dynamics are rewritten as

Pxe D ue C .ue Cud /px � .ve Cvd /py C .ve Cvd /kud$
�1
2 ye C

rdye Chx ;

Pye D ve C .ve Cvd /px C .ue Cud /py �ku2d$�1
2 ye �

kud$
�1
2 ueye � rdxe Chy ;

Pze D re Cfz Cgzue C˝z Chz ;

Pue Dm22m
�1
11 Ov Or �d11m�1

11 OuCm�1
11 �u� Pud C˝uChu;

Pve D �m11m�1
22 .uere Cud re Cuerd /�d22m�1

22 ve C˝v Chv;

Pre D .m11�m22/m�1
33 Ou Ov�d33m�1

33 OrCm�1
33 �r � Prd C˝r Chr ; (7.62)
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where, for notational simplicity and convenience of the control design, we have

defined the following:

The terms !1, !2, px , py , fz , and gz are defined as

$1 D
q

1Cx2e C .1�k2u2
d
/y2e ; $2 D

q

1Cx2e Cy2e ;

px D$�1
2 ..cos.ze/�1/$1C .$1�$2/C sin.ze/kudye/ ;

py D$�1
2 .sin.ze/$1� .cos.ze/�1/kudye/ ; (7.63)

fz D k$�1
1

�

Pud Cud
�

.1Cx2e /$
�2
2

�

ve �ku2d$�1
2 ye C .ve Cvd /�

px Cudpy
�

� rdxe �$�2
2 xeye .udpx� .ve Cvd /.py �

kud$
�1
2 ye////;

gz D kud$
�1
1 ..1Cx2e /$

�2
2 .�kud$�1

2 ye Cpy/�$�2
2 yexe.1Cpx//:

The terms ˝z ; ˝u; ˝v , and ˝r containing states multiplied by the observer er-

rors are defined as

˝z D ˝ ;

˝u D Ov.m22m�1
33 .y Qx1�x Qx2/Cm22m

�1
11 Qx3/�

m11m
�1
33 .sin. e/xe � cos. e/ye/ Q ;

˝v D �.ue Cud /m11m
�1
22 .m11m

�1
33 .y Qx1�x Qx2/C Qx3/�

m211m
�1
22m

�1
33 .cos. e/xe C sin. e/ye/ Q ;

˝r D m211m
�1
22m

�1
33 Ou.�sin. / Qx1C cos. / Qx2/�

m22m
�1
33 Ov .cos. / Qx1C sin. / Qx2/C (7.64)

m�1
22m

�1
33 .0:5.m

2
11�m11m22/sin.2 /�xd C

.m11m22 cos2. /Cm211 sin2. //�yd / QxC
m�1
22m

�1
33 .0:5.m

2
11�m11m22/sin.2 /�yd �

.m11m22 sin2. /Cm211 cos2. //�xd / QyC

.m211m
�2
33 C1/.x2e Cy2e C2sin. d /.xeyd �

yexd /C2cos. d /.xexd Cyeyd // Q ;

with �xd D cos. d /xe � sin. d /ye , and �yd D sin. d /xe C cos. d /ye .

The terms hz ; hu; hv , and hr containing the observer errors multiplied by

bounded terms are defined as

hz D kud$
�1
1 ..1Cx2e /$

�2
2 hy �$�2

2 yexehx/Ch ;

hu D cos. / QxC sin. / Qy�m11m�1
33 .sin. /xd � cos. /yd / Q ;

hv D �m211m�1
22 .sin. / Qx� cos. / Qy/�m211m�1

22m
�1
33 .cos. /xd C sin. /yd / Q ;

hr Dm�1
22m

�1
33 .0:5.m

2
11�m11m22/sin.2 /.xd Qx�yd Qy/C .m11m22 cos2. /C

m211 sin2. //yd Qx� .m11m22 sin2. /Cm211 cos2. //xd Qy/Cm�2
33 .m

2
11C

m233/.x
2
d Cy2d /

Q : (7.65)
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The problem of forcing the underactuated ship (7.1) to track the virtual ship (7.5)

becomes one of stabilizing the system (7.62) at the origin. The effort, we have made

so far is to obtain the stabilizing term �ku2
d
ye=$2 in the ye-dynamics.

7.3.3 Control Design

Before designing the control inputs, it is important to note that the terms˝u and˝r
can be dominated by adding some nonlinear damping terms in the control inputs �u
and �r . However the term˝v cannot be dominated by any nonlinear damping terms

in �u and �r . Since ˝v contains uexe and ueye multiplied by the observer errors,

with x and y being substituted in from (7.58), if one designs a virtual control of ue ,

which is linear in xe and ye , the sway velocity dynamics might have a finite escape

time due to the fact that separation principle does not hold for the nonlinear system

in question. The coordinate change (7.58) allows us to design a virtual control of ue
such that it is bounded for all xe and ye and stabilizes the xe-dynamics at the origin.

We design the controls �u and �r in two steps.

Step 1

Define the virtual control errors as

Que D ue �ude ;
Qre D re � rde ; (7.66)

where ude and rde are the virtual velocity controls of ue and re , respectively. The

virtual controls ude and rde are chosen as follows:

ude D �k1xe
$2

;

rde D �k2ze �fz �gzude ; (7.67)

where k1 and k2 are positive design constants to be specified later.

Step 2

By differentiating (7.66) along the solutions of (7.62) and (7.67), the actual controls

�u and �r with some nonlinear damping terms to overcome the effect of observer

errors, and without canceling the useful damping terms, are chosen as

�u Dm11

 

�m22m�1
11 Ov OrCd11m

�1
11 .u

d
e Cud /C Pud C @ude

@xe
.ue C .ue Cud /�
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px C .ve Cvd /
�

�py Ckud$
�1
2 ye

�

C rdye
� @ude
@ye

.ve C .ve Cvd /pxC

.ue Cud /py �kudye$�1
2 .ue Cud /� rdxe

�

� c1 Que �gzze C
k3k

�1
4 m11m

�1
22 Orve � ı1 Que�udam

�

;

�r Dm33

�

�.m11�m22/m�1
33 Ou OvCd33m

�1
33 .r

d
e C rd /C PrdC

@rde
@xe

�

ue C .ue Cud /px C .ve Cvd /
�

�py Ckud$
�1
2 ye

�

C rdye
�

C

@rde
@ye

�

ve C .ve Cvd /px C .ue Cud /py �kudye$�1
2 .ue Cud /�

rdxe/C
@rde
@ze

.re Cfz Cgzue/�
@rde
@ve

�

d22m
�1
22 ve Cm11m

�1
22 .uereC

ud re Cuerd //C
@rde
@ud

Pud C @rde
@ Pud

Rud C @rde
@vd

Pvd C @rde
@rd

Prd � c2 Qre �ze C

k3k
�1
4 m11m

�1
22 .u

d
e C ud /ve � ı2 Qre�rdam/ ; (7.68)

where c1, c2, k3, and k4 are positive constants to be specified later, ı1 and ı2 are ar-

bitrarily positive constants. We introduced the ratio k3=k4 to enhance the feasibility

of design constants. The nonlinear damping terms �udam and �rdam are defined as:

�udam D . Ov2C1/.x2e Cy2e /C Ov2;
�rdam D Ou2C Ov2C .x2e Cy2e /

2C .x2e Cy2e /. Ou2C1/: (7.69)

We now state the second main result of this chapter, the proof of which is given in

the next section.

Theorem 7.2. Under Assumption 7.2, assume that (a) there are no environmental

disturbances; (b) the ship parameters are known; (c) the reference signals .xd ,

yd ,  d , vd / are generated by the virtual ship model (7.5), and Assumption 7.1

holds. If the output feedback control law (7.68) together with the observer (7.51)

are applied to the ship system (7.1), then the tracking errors .x.t/�xd .t/;y.t/�
yd .t/; .t/� d .t/;v.t/�vd .t// globally asymptotically and locally exponentially

converge to zero with an appropriate choice of the design constants k, c1, c2, and

ki ; i D 1; : : : ;4.

Remark 7.4. The main differences between the partial-state feedback and output

feedback designs are the nonlinear coordinate transformations (7.6), (7.24), (7.43),

(7.58), and (7.61). Furthermore, the partial-state feedback controller can allow the

reference trajectory .xd ;yd / to exponentially grow but the output feedback con-

troller cannot. This is because the observer errors of the partial-state feedback de-

sign do not depend on x and y while those of the output feedback design depend

linearly on x and y. Indeed, the output feedback control design can directly yield a
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controller for the partial-state feedback case but not vice versa. We have, however,

presented both control designs for the sake of completeness.

7.3.4 Stability Analysis

Substituting (7.68), (7.67), and (7.66) into (7.62) results in the following closed loop

system:

Pxe D �k1$�1
2 xe C .�k1$�1

2 xe Cud /px � .ve Cvd /py C
.ve Cvd /kud$

�1
2 ye C rdye Chx C Que.1Cpx/;

Pye D ve C .ve Cvd /px C .�k1$�1
2 xe Cud /py �ku2d$�1

2 ye C
k1kud$

�1
2 xeye � rdxe Chy C Que.1�kud$�1

2 ye/;

Pze D �k2ze C˝z Chz Cgz Que C Qre;
PQue D �

�

c1Cd11m
�1
11

�

Que �gzze C k3

k4

m11

m22
Orve � ı1 Que�udam C

˝uChu� @ude
@xe

hx � @ude
@ye

hy ;

Pve D �d22m�1
22 ve �m11m�1

22 .u
d
e r
d
e Cud r

d
e Cude rd /�m11m�1

22 �
.ude Cud / Qre �m11m�1

22 Or Que C˝v Chv;

PQre D �
�

c2Cd33m
�1
33

�

Qre �ze � @rde
@xe

hx � @rde
@ye

hy � @rde
@ze

.˝z Chz/�

@rde
@ve

.˝v Chv/Ck3k
�1
4 m11m

�1
22 .u

d
e Cud /ve � ı2 Qre�rdam C˝r Chr ;

(7.70)

where, for brevity, we did not substitute the expressions of ude and rde into the sway

dynamics. To prove Theorem 7.2, we just need to show that the closed loop system

(7.70) is globally asymptotically and locally exponentially stable at the origin. It

is noted that ˝z contains xe and ye multiplied by the observer errors, see (7.64)

and (7.60). On the other hand, the xe and ye-dynamics are stabilized by the terms

�k1xe=$2 and �ku2
d
ye=$2, respectively. This makes the stability analysis of

(7.70) difficult, i.e., we cannot consider the .xe;ye;ve/ and .ze; Que; Qre/-subsystems

separately as is often done in applying stability results for cascade systems. To il-

lustrate our idea of proving asymptotic stability of (7.70), we first give a simple

example. For any initial conditions .�1.t0/;�2.t0//, the system

P�1 D � �1
q

1C �21

C�.�2/;

P�2 D ��2C �1e
���2.t�t0/ (7.71)
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is GAS at the origin for t � t0 � 0, any ��2 > 0, and j�.�2.t//j � A j�2.t/j with A

being any positive constant. In the first step, we show that there exists a positive con-

stant ��1 < ��2 such that j�1.t/j � �1.�/e��1.t�t0/, with �1.�/ being a nondecreasing

function of k.�1.t0/;�2.t0//k. Take the Lyapunov function W D 0:5
�

�21 CK�22
�

,

with K being a positive constant, whose derivative along the solution of (7.71) sat-

isfies
PW � ��1�

2
1 C

�

0:25A2=��1�K
�

�22 CK�1�2e
���2.t�t0/: (7.72)

Pick K such that A2=.4��1/�K < 0, then (7.72) implies that

PW � 2��1W CKmax.1;K/We���2.t�t0/; (7.73)

which in turn yields j�1.t/j � �1.�/e��1.t�t0/. Therefore the term �1e
���2.t�t0/

in (7.71) globally exponentially converges to zero. The second step of proving

asymptotic stability can be carried out easily by taking the Lyapunov function

W1 D
q

1C �21 �1CK1�
2
2 ; K1 > 0. We now present the proof of asymptotic stabil-

ity of the closed loop system (7.70) in two parts.

Part 1. In this part, we show that there exists a positive constant �1 < �0 such that

k.xe.t/;ye.t//k � 
11.�/e�1.t�t0/C
10.�/; (7.74)

where 
11.�/ and 
10.�/ are nondecreasing functions of k� .t0/k with

� .t0/ WD Œ Q�.t0/; QX.t0/;Xe.t0/�
T ;

Xe WD Œxe;ye;ze;ve; Que; Qre�T :

Consider the following Lyapunov function:

V1 D 1

2

�

x2e Cy2e Ck3v
2
e Ck4.z

2
e C Qu2e C Qr2e /

�

; (7.75)

with k4 being a positive constant, whose time derivative along the solutions of

(7.70), after some lengthy but simple calculation by completing squares satisfies

PV1 � �k1$�1
2 x2e �ku2d$�1

2 y2e C7"1.x
2
e Cy2e /�azz2e �avv2e �au Qu2e �

ar Qr2e C .�11.�/V1C�10.�//e��0.t�t0/Ca0; (7.76)

where

az D k2k4�0:25"�1
1 .k2k3m11m

�1
22 .k1Cjud j//2� "�1

1 .k1Cjud j/2;
au D k4.c1Cd11m

�1
11 /�5"�1

1 ;

av D k3d22m
�1
22 �6:75"�1

1 �k3m11m�1
22 .k1Cjud j/.8Cjkud j/ jkud j ;

ar D k4.c2Cd33m
�1
33 /; (7.77)
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with "1 and a0 being positive constants. We choose the design constants k, c1, c2,

and ki ; i D 1; : : : ;4 such that

"1 < �0=7; az > 0; av > 0; au > 0; ar > 0: (7.78)

It is not hard to show that there always exist k, c1, c2 and ki ; i D 1; : : : ;4 such that

(7.78) holds for arbitrarily small "1. We will discuss more detail of (7.78) later. With

the choice of (7.78), we can write (7.76) as

PV1 � 14"1 .V1C .a0C�10.�//=.14"1//C
�11.�/.V1C .a0C�10.�//=.14"1//e��0.t�t0/; (7.79)

which, together with (7.75), yields (7.74).

Part 2. We now prove that the closed loop system (7.70) is GAS at the origin by

taking the Lyapunov function

V2 D
q

1Cx2e Cy2e �1C 1

2

�

k3v
2
e Ck4.z

2
e C Qu2e C Qr2e /

�

(7.80)

whose time derivative along the solutions of (7.70), after some lengthy but simple

calculation by completing squares, and using (7.74), satisfies

PV2 � ��x$�2
2 x2e ��y.t/$�2

2 y2e ��z.t/z2e ��v.t/v2e ��u Qu2e ��r Qr2e C
�21.�/V2e��2.t�t0/C�20.�/e��2.t�t0/; (7.81)

where

�x D k1�6�1;
�y.t/D ku2d � .kud /2.k1Cjud jC jvd jC0:5/�jkud j.k1C�1/�

0:25��1
1 .kudvd /

2�10�1;
�z.t/D k2k4���1

1 .0:5.k1Cjud j/2C5.1Cv2d /C0:25.k3m11m
�1
22 �

.k1Cjud j//2.k22 C .kud /
2.k1Cjud jCv2d /C4C4v2d //;

�v.t/D k3d22m
�1
22 �7�1�0:25��1

1 .jkud jC1/�0:5.kud /2�
k3m11m

�1
22 .k1Cjud j/ jkud j.8Cjkud j/�0:25��1

1 .k3m11m
�1
22 �

.k1Cjud j//2..k Pud /2=.1� .kud /2/C .kud /
4.u2d Ck21 C

.kudvd /
2C r2d C2/C .kud /

2/;

�u D k4.c1Cd11=m11/�29=.4�1/;
�r D k4.c2Cd33=m33/; (7.82)

where �2 D �0��1, �1 is a positive constant, and �21.�/ and �20.�/ are nondecreas-

ing functions of k. Q�.t0/; QX.t0/;Xe.t0//k. We now choose the constants k, c1, c2,

and ki ; i D 1; : : : ;4, such that
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�x � ��
x ;

�y.t/� ��
y ;

�z.t/� ��
z ;

�v.t/� ��
v ; (7.83)

�u � ��
u;

�r � ��
r

for all t � 0, where ��
x , ��

y , ��
z , ��

v , ��
u, and ��

r are positive constants. Substituting

(7.83) into (7.81) yields

PV2 � ���
x$

�2
2 x2e ���

y$
�2
2 y2e ���

zz
2
e ���

vv
2
e ���

u Qu2e ���
r Qr2e C

�21.�/V2e��2.t�t0/C�20.�/e��2.t�t0/: (7.84)

From (7.84) we have PV2 � �21.�/V2e��2.t�t0/ C �20.�/e��2.t�t0/, which implies

that V2 � �22.�/, with �22.�/ being a nondecreasing function of k� .t0/k. With

V2 � �22.�/ in mind, one can show from (7.84) that there exists �3 > 0 depending

on k� .t0/k such that kXe.t/k � 
2.�/e��3.t�t0/, where 
2.�/ is a nondecreasing

function of k� .t0/k, which in turn implies that the closed loop system (7.70) is

asymptotically stable at the origin. However one can straightforwardly show that

(7.70) is also locally exponentially stable at the origin. By carrying out a similar ar-

guments in Section 7.2.5, one can show that there always exist the design constants

k, c1, and c2 and ki , i D 1;2;3;4, such that jkud .t/j < 1 and that the conditions

(7.78) and (7.83) hold.

7.4 Robustness Discussion

In this section, we discuss robustness of the output feedback tracking controller. A

discussion for the partial-state feedback can be carried out in a similar way. The

control law (7.68) has been designed under the assumption that there are no envi-

ronmental disturbances. Indeed, this assumption is unrealistic in practice. The aim

of this section is to discuss the robustness property of our proposed controller in

relation to environmental disturbances. Under additive environmental disturbances,

it is not hard to show that the observer (7.51) guarantees that the observer errors

. Q�.t/; QX.t// globally exponentially converge to a ball centered at the origin. More-

over, one can prove that the tracking error vector Xe.t/ also globally asymptotically

converges to a ball centered at the origin. The radius of this ball can be adjusted

by changing the control gains if the environmental disturbances are not too large.

When the environmental disturbances are large enough, the observer (7.51) cannot

provide a sufficiently accurate estimate of unmeasured velocities, and the control

law (7.68) cannot compensate for considerable environmental disturbances acting

on the sway axis. These will result in an unstable closed loop system, especially at

a low forward speed. This phenomenon should not be surprising since the vessel in
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question is not actuated in the sway axis and does not have velocities available for

feedback. One can see this phenomenon by observing the simple example system

(7.71) with some additive disturbance in the first equation. It is easy to show that

when this additive disturbance has magnitude larger than 1, then the system (7.71)

will be unstable. The robustness issue is still a challenging problem in control of

underactuated ocean vehicles and underactuated systems in general.

7.5 Simulations

This section illustrates the soundness of the control laws (7.68) by simulating them

on the same monohull ship in the previous two chapters. Details of the ship param-

eters are listed in Section 5.4.

The initial conditions of the reference trajectories are chosen as .xd .0/, yd .0/,

 d .0/, vd .0//D .0m; 0m; 0 rad; 0ms�1/. The reference velocities are ud D 4ms�1

and rd D 0rads�1 for the first 300 seconds, and ud D 4ms�1 and rd D 0:02 rads�1

for the rest of the simulation time. This choice means that the reference trajec-

tory is a straight line for the first 300 seconds and then followed by a circle

with a radius of 200 m. Indeed the above choice of reference velocities satisfies

Assumption 7.1. All of the initial conditions of O� and Ov are chosen to be zero.

We first choose k2 D 5, c1 D 1, c2 D 2, ı1 D ı2 D 0:1, K01 D 10diag.1;1;1/,

P01 D P02 D 0:5diag(1,1,1), and K02 D .J .�/P�1.�//
T

. The other design con-

stants are chosen as: k D 0:05, k1 D 1, k3 D 5, and k4 D 100. Simulation re-

sults are plotted in Figures 7.1 and 7.2 with the initial conditions of the ship:

x D �10m;y D 10m; D 0:1 rad;uD 0ms�1;v D 0ms�1, and r D 0 rads�1. It is

seen from Figures 7.1a and 7.1b that all of the tracking and observer errors converge

to zero. The control inputs, �u and �r , are within their limits. As always, the magni-

tude of �u and �r can be reduced by adjusting the control gains such as c1 and c2.

However, the trade-off is a longer transient response time. For clarity, we only plot

the tracking errors for the first 180 seconds, and the observer errors for the first 10

seconds. To illustrate robustness of our proposed controller, we also simulate with

the same control gains and initial conditions chosen as above, and the environmental

disturbance vector �w.t/D 0:5M .Œsin.t/;cos.t/;sin.t/�T C1:5/, i.e., the last equa-

tion of (7.1) is in the form of M Pv D �C .v/v �Dv C� C�w.t/. Simulation results

are plotted in Figures 7.3 and 7.4. For clarity, we only plot the tracking errors for

the first 300 seconds and the observer errors for the first 10 seconds. It can be seen

that the environmental disturbances deteriorate the performance of the controlled

loop system in the sense that the tracking errors do not converge to zero but to a

ball centered at the origin. This shows an important property of robustness of the

controlled system with respect to the environmental disturbances.
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7.6 Conclusions

The key to the control developments is an introduction of the global nonlinear co-

ordinate transformations (7.6), (7.24), (7.43), (7.58), and (7.61) to obtain an expo-

nential observer and to transform the tracking error dynamics to a suitable nonlinear

system, to which Lyapunov’s direct method and the backstepping technique can be

applied. The work presented in this chapter is based on [94, 114, 116, 117].
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Figure 7.1 Simulation results without disturbances: a. Tracking errors (x � xd [m]: solid

line, y � yd [m]: dashed line,  �  d [rad]]: dotted line); b. Observer errors

(
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line; c. Ship position and orientation in the .x;y/-plane
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Figure 7.2 Simulation results without disturbances (control inputs): a. Surge force; b. Yaw mo-

ment
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Figure 7.3 Simulation results with disturbances: a. Tracking errors (x � xd [m]: solid

line, y � yd [m]: dashed line,  �  d [rad]]: dotted line); b. Observer errors

(
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.x� Ox/2 C .y� Oy/2 C . � O /2: solid line,
p
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line; c. Ship position and orientation in the .x;y/-plane
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Figure 7.4 Simulation results with disturbances (control inputs): a. Surge force; b. Yaw moment



Chapter 8

Path-tracking Control of Underactuated Ships

This chapter deals with the problem of designing controllers to force an underactu-

ated surface ship with standard dynamics to track a reference path. Both full-state

feedback and output feedback cases are considered. In comparison with the preced-

ing three chapters, the requirement that the reference trajectories be generated by

virtual ships is relaxed, and the control design is simpler and more amenable for im-

plementation in practice. The control development is based on a series of coordinate

transformations, the backstepping technique, and utilizing the dynamic structure of

the ship.

8.1 Full-State Feedback

8.1.1 Control Objective

In addition to the assumptions made in Section 3.4.1.1, we ignore the nonlinear

damping terms. The case with the nonlinear damping terms requires more effort,

and is treated in Section 8.2 where an output feedback control design is addressed.

As such, the resulting mathematical model of the underactuated ship moving in

surge, sway, and yaw is rewritten as

P� D J . /v;

M Pv D �C .v/v �Dv C�; (8.1)

with

� D

2

4

x

y

 

3

5 ; v D

2

4

u

v

r

3

5 ; � D

2

4

�u
0

�r

3

5 ;
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J . /D

2

4

cos. / �sin. / 0

sin. / cos. / 0

0 0 1

3

5 ;

M D

2

4

m11 0 0

0 m22 m23
0 m32 m33

3

5 ; D D

2

4

d11 0 0

0 d22 d23
0 d32 d33

3

5 ;

C .v/D

2

4

0 0 �m22v� 1
2
.m23Cm32/r

0 0 m11u

m22vC 1
2
.m23Cm32/r �m11u 0

3

5 ;

where a definition of all symbols is given in Section 3.3.

Moreover, in order to clearly illustrate our idea we did not include the distur-

bances in (8.1) but will address this issue in Section 8.1.5 by a simple modification

of the control design. In this section, we consider the following control objective.

Control Objective. Design the controls �u and �r such that the position .x;y/ of

the ship (8.1) globally tracks a reference path ˝ parameterized by .xd .s/;yd .s//

with s being the path parameter, the ship total linear velocity is tangential to the

reference trajectory ˝ , and the desired surge velocity can be adjusted on-line.

Since the ship system (8.1) is underactuated, it is not expected to force the ship to

track an arbitrary path ˝ . We here impose the following sufficient conditions on the

path ˝ :

Assumption 8.1. There exist strictly positive constants "i ; 1� i � 4, such that

x
02
d .s/Cy

02
d .s/� "1; 8s 2 R; (8.2)

p
2

2
˛ Nud .t/�j
 j � "2; 8 t � 0; (8.3)

ˇ Nud .t/C PNud .t/� "3; 8 t � 0; (8.4)

and the solutions of the following differential equation

. Nud cos.ı/.1�˛/C
/ Pı D �.ˇ Nud C PNud /sin.ı/� .˛ Nud cos.ı/�
/ Nrd ;
ı.t0/D 0 (8.5)

satisfy

jı.t/j � �

4
� "4; 8t � t0 � 0; (8.6)

where x
0

d
.s/; y

0

d
.s/; Nud and Nrd are defined as
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x
0

d .s/D @xd

@s
; y

0

d .s/D @yd

@s
;

Nud D
q

x
02
d
.s/Cy

02
d
.s/Ps; (8.7)

Nrd D
.x

0

d
.s/y

00

d
.s/�x00

d
.s/y

0

d
.s//

.x
02
d
.s/Cy

02
d
.s//

Ps;

and the constants ˛, ˇ, and 
 are

˛ D m11

m22
; ˇ D d22

m22
; 
 D d22m23

m222�d23=m22
: (8.8)

Remark 8.1.

1. Condition (8.2) implies that the path ˝ is regular with respect to the path param-

eter s. If the path is not regular, one can break it into different regular paths and

consider each path separately.

2. Conditions (8.3) and (8.4) mean that the path ˝ does not contain or approach a

set-point, i.e., we do not consider stabilization/regulation problems. These condi-

tions also imply that Nud .t/ should not vary too fast. For clarity we only consider

the forward tracking case, i.e. the reference velocity Nud .t/ is always larger than

a positive constant. The backward tracking case (i.e. Nud .t/ is always less than a

negative constant) can be done similarly.

3. Conditions (8.5) and (8.6) imply that the desired surge velocity is always larger

than the desired sway velocity. These conditions are reasonable since the ship

in question is underactuated in the sway axis, one should not expect to force it

to track a path with an arbitrarily large curvature. These conditions place certain

restrictions on the path ˝ but allow many types of trajectories such as a straight

line, an arc, and a sinusoidal path. For vessels with three planes of symmetry

(like spherical underwater vehicles see Section 3.4.1.3, i.e., ˛ D 1; 
 D 0/, the

differential equation (8.5) reduces to an algebraic equation, and condition (8.6)

holds if
Nud .t/ j Nrd .t/j

ˇ Nud .t/C PNud .t/
� 1� "5; 8 t � 0; (8.9)

where "5 is an arbitrarily small positive constant. For other cases, an application

of Lemma 9.3 in [6] to (8.5) readily shows that sufficient conditions such that

(8.6) holds can be expressed as

0:5
p
2 Nud .t/.1�˛/�j
 j> "6; 8t � 0; (8.10)

˛ Nud .t/Cj
 j
ˇ Nud .t/C PNud .t/

j Nrd .t/j �
p
2

2
� "7;8 t � 0; (8.11)

where "6 and "7 are arbitrarily small positive constants.

4. The variable Ps can be used to specify the desired forward speed.

The main ideas to solve the control objective are as follows:
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1. Introduce a coordinate to change the ship position .x;y/ such that the ship model

(8.1) can be transformed to a diagonal form to overcome difficulties caused by

nonzero off-diagonal terms in the system matrices.

2. Interpret tracking errors in a frame attached to the path ˝ such that the tracking

error dynamics are of a triangular form to which the backstepping technique can

be applied.

3. Use the orientation tracking error as a virtual control to stabilize the cross-track

error.

8.1.2 Coordinate Transformations

8.1.2.1 Transform Ship Dynamics to a “Diagonal Form”

Introduce the following coordinate transformation (changing the ship position, see

Figure 8.1):

Nx D xC "cos. /;

Ny D yC "sin. /;

Nv D vC "r;

(8.12)

where " D m23=m22. Using the above change of coordinates, the ship dynamics

(8.1) can be written as

PNx D ucos. /� Nv sin. /;

PNy D usin. /C Nv cos. /;

P D r; (8.13)

PuD N�u;
PNv D �˛ur �ˇ NvC
r;

Pr D N�r ;

where we have chosen the primary controls �u and �r as:

�u Dm11 N�u�m22vr � m23Cm32

2
r2Cd11u;

�r D m22m33�m23m32
m22

N�r � 1

m22

�

.m11m22�m222/uvC
�

m11m32�

m22
m23Cm32

2
urC .m32d22�m22d32/v� .m22d33�m32d23/r

�

;

(8.14)

with N�u and N�r being considered as new controls to be designed later.
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Figure 8.1 Interpretation of tracking errors

Remark 8.2. After the ship system (8.1) is transformed to the diagonal form (8.13),

the methods mentioned in the preceding three chapters can be used to obtain

controllers for specific tasks such as stabilization and model reference trajectory-

tracking if . Nx; Ny/ are considered as the ship position instead of .x;y/.

8.1.2.2 Transform Path-tracking Errors

We now interpret the path-tracking errors in a frame attached to the reference path

˝ as follows (see Figure 8.1):

2

6

4

xe

ye
N e

3

7

5
D J T . /

2

6

4

Nx�xd
Ny�yd
 � d

3

7

5
; (8.15)

where  d is the angle between the path and the X -axis defined by

 d D arctan

 

y
0

d
.s/

x
0

d
.s/

!

; (8.16)

with x
0

d
.s/ and y

0

d
.s/ being defined in (8.7).

In Figure 8.1, OEXEYE is the earth-fixed frame, OdXdYd is a frame attached

to the path ˝ such that OdXd and OdYd are parallel to the surge and sway axes of

the ship, Nud is tangential to the path, CG � Ob is the center of gravity, and Os is

referred to as the center of oscillation of the ship. Therefore xe , ye , and N e can be



170 8 Path-tracking Control of Underactuated Ships

referred to as the tangential tracking error, cross-tracking error, and heading error,

respectively. Differentiating (8.15) along the solutions of the first three equations of

(8.13) results in the kinematic error dynamics:

Pxe D u� Nud cos. N e/C rye;

Pye D NvC Nud sin. N e/� rxe;
PN e D r � Nrd ;

(8.17)

where Nud and Nrd are given in (8.7). From (8.17), it can be seen that .xe;ye; N e/D
.0;0;0/ is the equilibrium point only if the transformed sway velocity is zero, i.e.,

Nv D 0, which means that the ship must move on a straight line at the steady state.

Since we allow the reference path ˝ to be different from a straight line, but also in-

clude it, the transformed sway velocity is generally different from zero at the steady

state, i.e., Nv can be different from zero. To resolve this difficulty we introduce an

angle ı to the orientation error N e by defining

 e D N e C ı: (8.18)

Substituting (8.18) into (8.17) yields

Pxe D u�ud cos. e/�vd sin. e/C rye;

Pye D ud sin. e/Cve �vd .cos. e/�1/� rxe;
P e D r � rd ;

(8.19)

where

ve D Nv�vd ;
ud D Nud cos.ı/;

vd D Nud sin.ı/; (8.20)

rd D Nrd � Pı:

We refer to ud ; vd , and rd as the desired surge, sway, and yaw reference velocities.

It can now be seen that .xe;ye; e/ D .0;0;0/ is the equilibrium point of (8.19) if

ve D 0. At the steady state, the surge and yaw velocities .u;r/ should converge to

their desired values .ud ; rd / with the help of a control to be designed later. There-

fore, to determine the angle ı that guarantees ve D 0 at the steady state, from the

fifth equation of (8.13), the desired sway velocity should be chosen as

Pvd D �˛ud rd �ˇvd C
rd : (8.21)

Substituting (8.20) into (8.21) results in (8.5). We make the following important

observations:

Remark 8.3. With jı.t/j< �=4; 8t � t0 � 0, we have jvd .t/j< jud .t/j since ud D
Nud cos.ı/ and vd D Nud sin.ı/. In addition, with the help of a control (to be designed
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later), convergence of .xe;ye; e/ to zero implies that N e converges to �ı.t/. Since

jı.t/j< �=4, the ship will not turn around.

To prepare for the control design, we rewrite the path-tracking error dynamics as

follows:

Pxe D u�ud cos. e/�vd sin. e/C rye;

Pye D ud sin. e/Cve �vd .cos. e/�1/� rxe;
P e D r � rd ;
Pve D �˛.ur �ud rd /�ˇve C
.r � rd /; (8.22)

PuD N�u;
Pr D N�r :

The control objective has been converted to one of stabilizing (8.22) at the origin.

The tracking error dynamics (8.22) are similar to the ones in the preceding chapters.

The techniques in these chapters can be applied to design the controls N�u and N�r but

will result in an extremely complex procedure to determine the control gains. In this

chapter we will propose a much simpler technique to design N�u and N�r to globally

stabilize (8.22) at the origin.

8.1.3 Control Design

We divide the control design into two stages. At the first stage, we consider the first

four equations of (8.22), with u and r being viewed as controls. At the second stage,

the last two equations of (8.22) are considered to design the actual controls N�u and

N�r using the backstepping technique.

8.1.3.1 Kinematic Control Design

Substep 1 (Stabilizing xe-dynamics)

Define

ue D u�˛u; (8.23)

where ˛u is a virtual control of u. The first equation of (8.22) suggests that we

choose

˛u D �k1xe Cud ; (8.24)

where k1 is a positive constant to be selected later. Substituting (8.23) and (8.24)

into the first equation of (8.22) yields

Pxe D �k1xe �ud .cos. e/�1/�vd sin. e/C rye Cue: (8.25)
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Note that we have chosen ˛u not to cancel �ud .cos. e/�1/�vd sin. e/C rye to

simplify the control design.

Substep 2 (Stabilizing .ye;ve/-dynamics)

Introduce a coordinate change

z1 D ye C ve

ˇ
: (8.26)

Differentiating (8.26) along the solutions of the second and fourth equations of

(8.22), and using (8.23) and (8.24) yields

Pz1 D ud sin. e/�vd .cos. e/�1/� rxe �
˛

ˇ
..ue �k1xe Cud /r �ud rd /C




ˇ
.r � rd /: (8.27)

For simplicity, we now choose

k1 D ˇ

˛
(8.28)

to cancel the term �rxe on the right-hand side of (8.27) to have z1-dynamics “inde-

pendent” of xe . Substituting (8.28) into (8.27) yields

Pz1 D ud sin. e/�vd .cos. e/�1/�
1

ˇ
.˛ud � 
/.r � rd /�

˛

ˇ
uer: (8.29)

It is now seen that the third equation of (8.22) and (8.29) are of a forward struc-

ture with r being considered as a control. One can apply forwarding control design

techniques to design a control law for r . However, it is difficult to find a proper Lya-

punov function to handle cross terms. The reader is referred to [7] for more details

on control design techniques for forward systems. Here we use the backstepping

technique by using  e as a virtual control to stabilize z1. Define

z2 D  e �˛ e
; (8.30)

where ˛ e
is a virtual control of  e . By noticing (8.3), (8.7) and jı.t/j<�=4; 8t �

t0 � 0, we have ud .t/ > 0. Therefore, a simple control law for ˛ e
can be chosen

as

˛ e
D �arcsin

�

k2z1

�

�

; �D
p

1C .k2z1/2; (8.31)

where k2 is a positive constant to be selected later. It is of interest to note that (8.31)

is well defined for all z1 2 R.

Substep 3 (Stabilizing z2-dynamics)

Define
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re D r � rd �˛r ; (8.32)

where ˛r is a virtual control of r . Differentiating both sides of (8.30) along the

solutions of the third equation of (8.22) and (8.29) yields

Pz2 D
�

1�k2
˛ud �

ˇ�2

�

.re C˛r /C

k2

�2
.ud sin. e/�vd .cos. e/�1//�

k2˛

ˇ�2
uer: (8.33)

We choose the constant k2 such that

1�k2
˛ud �

ˇ�2

> 0 ) 0 < k2 � ˇ

˛ud �j
 j : (8.34)

There always exists k2 satisfying (8.34) under condition (8.3) since jı.t/j < �=4
and ud D Nud cos.ı/;8t � t0 � 0. We choose the virtual control ˛r from (8.33) as

˛r D 1

1� k2

ˇ�2
.˛ud �
/

�

� c1z2
q

1Cz22

� k2

�2
.ud sin. e/�vd .cos. e/�1//

�

;

(8.35)

where c1 is a positive constant. It is noted that ˛r is bounded by some constant for

all .z1;z2; e/ 2 R
3.

8.1.3.2 Kinetic Control Design

By differentiating both sides of (8.23) and (8.32) along the solutions of the first,

third, fifth, and sixth equations of (8.22), the control N�u is chosen as

N�u D �c2ue C @˛u

@xe
Pxe C @˛u

@ud
Pud C k2˛

ˇ�2
z2r; (8.36)

and the control N�r is chosen as

N�r D @˛r

@z1
Pz1C @˛r

@z2
Pz2C @˛r

@ e
P e C @˛r

@ud
Pud C @˛r

@vd
Pvd �

�

1� k2

ˇ�2
.˛ud �
/

�

z2� c3re C Prd ; (8.37)

where c2 and c3 are positive constants. Substituting (8.30), (8.31), (8.35), (8.36),

and (8.37) into (8.29) and (8.33), derivatives of ue and re along the solutions of the

last two equations of (8.22) gives the following closed loop system:
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Pxe D �k1xe �ud .cos. e/�1/�vd sin. e/C .rd C˛r C re/.z1�
ˇ�1ve/Cue;

Pve D �˛..ue C˛u/.rd C˛r C re/�ud rd /�ˇve C
.˛r C re/;

Pz1 D �k2udz1=��vd .cos. e/�1/�ˇ�1.˛ud �
/.˛r C re/C
ud .sin.z2/cos.˛ e

/C .cos.z2/�1/cos.˛ e
//�˛ˇ�1ue.rd C

˛r C re/;

Pz2 D �c1z2=
q

1Cz22 C .1�k2.˛ud �
/ˇ�1��2/re �k2˛ˇ�1��2uer;

Pue D �c2ue Ck2˛ˇ
�1��2z2r;

Pre D �c3re � .1�k2.˛ud �
/ˇ�1��2/z2: (8.38)

We now present the first main result of this chapter, the proof of which is given in

the next section.

Theorem 8.1. Assume that the path ˝ satisfies all conditions specified in Assump-

tion 8.1, then the controls �u and �r given by (8.14), (8.36), and (8.37) force the

transformed tracking errors .xe;ye; e/ to converge to zero globally asymptotically

and locally exponentially with an appropriate choice of k2. As a result, the actual

position tracking errors .x�xd ;y �yd / and orientation tracking error . � d /
globally asymptotically and locally exponentially converge to balls with radii of

jm23=m22j and jı.t/j � arcsin..˛ Nud C j
 j/ j Nrd j=.ˇ Nud C PNud // < �=4, respectively.

Furthermore, the desired forward speed of the ship on the path can be adjusted by

adjusting Ps.

8.1.4 Stability Analysis

To prove Theorem 8.1, we first show that the closed loop system (8.38) is forward

complete, i.e., there is no finite escape in the closed loop system. We then consider

the .z2;ue; re/-, z1- and .xe;ve/-subsystems separately. We first consider the Lya-

punov function

V1 D x2e Cz21 Cz22 Cv2e Cu2e C r2e : (8.39)

A simple calculation shows that the derivative of V1 along the solutions of (8.38)

satisfies

PV1 � �11V1C�12

) V1.t/� .V1.t0/C�12=�11/e
�11.t�t0/; (8.40)

where �11 and �12 are some positive constants, which implies that the closed loop

system (8.38) is forward complete.

To investigate stability of the .z2;ue; re/-subsystem, we consider the Lyapunov

function
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V21 D 1

2
.z22 Cu2e C r2e /; (8.41)

whose derivative along the solutions of the last three equations of (8.38) satisfies

PV21 D �c1
z22

q

1Cz22

� c2u2e � c3r2e � 0: (8.42)

Since PV21 � 0, we have V21.t/ � �21.�/ where �21.�/ is a class-K1 function of

X1.t0/D k.z2.t0/;ue.t0/; re.t0//k. With this upper bound of V21, we have

PV21 D �c1
z22

p

1C2�21.�/
� c2u2e � c3r2e ; (8.43)

which implies that the .z2;ue; re/-subsystem is globally asymptotically and locally

exponentially stable at the origin, i.e. there exist a class-K function 
21.�/ and a

constant �21 depending on X1.t0/ such that

k.z2.t/;ue.t/; re.t//k � 
21.�/e��21.t�t0/: (8.44)

For the z1-subsystem, we take the Lyapunov function

V22 D 1

2
z21 : (8.45)

By substituting ˛r , see (8.35), into the derivative of V22 along the solutions of the

third equation of (8.38), we have

PV22 � �k2
�

1�k2
j˛ud �
 j

.ˇ�k2 j˛ud �
 j

�

ud �jvd j
�

z21 C


21.�/.V22C
22.�//e��21.t�t0/; (8.46)

where 
21.�/ and 
22.�/ are class-K1 functions of X1.t0/. We now choose k2 such

that

1� k2.˛ud �j
 j/
ˇ�k2.˛ud �j
 j/ > 0

) 0 < k2 < 0:5
ˇ

˛ud �j
 j ; (8.47)

then (8.46) together with conditions (8.3) and (8.10) in Assumption 8.1 imply that

PV22 � 
21.�/.V22C
22.�//e��21.t�t0/: (8.48)

Solving the above differential inequality results in V22.t/� 
23.�/ with 
23.�/ being

a class-K1 function of X2.t0/D k.z1.t0/;z2.t0/;ue.t0/; re.t0//k. Substituting this

upper bound of V22 into (8.46) yields
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PV22 � �k2
�

1�k2
j˛ud �
 j

ˇ�k2 j˛ud �
 j

�

ud �jvd j
�

z21 C
24.�/e��21.t�t0/

� 
24.�/e��21.t�t0/; (8.49)

where 
24.�/D 
21.�/.
23.�/C
22.�//. The second inequality of (8.49) implies that

there exists a class-K1 function 
25.�/ of X2.t0/ such that jz1.t/j � 
25.�/. Sub-

stituting this upper bound into the expression of � and using the first inequality of

(8.49) yields global asymptotic and local exponential stability of the z1-subsystem,

i.e., there exist a class-K1 function of X2.t0/ and a constant �22 > 0 depending on

X2.t0/ such that jz1.t/j � 
26.�/e��22.t�t0/. Note that condition (8.47) covers the

condition (8.34).

For the .xe;ve/-subsystem, we consider the Lyapunov function

V3 D 1

2
.x2e Cv2e /: (8.50)

By taking the derivative of this function along the solutions of the first two equations

of (8.38), it can readily be shown that there exist class-K1 functions 
31.�/ and


32.�/ of X2.t0/ such that

PV3 � �ˇ
˛
x2e �ˇv2e C
31.�/.V3C
32.�//e��22.t�t0/

� 
31.�/.V3C
32.�//e��22.t�t0/: (8.51)

The second inequality of (8.51) means that V3.t/� 
33.�/ with 
33.�/ being a class-

K1 function of k.xe.t0/;ve.t0/z1.t0/;z2.t0/;ue.t0/; re.t0//k. Substituting this up-

per bound into the first line of (8.51) readily yields global asymptotic and local

exponential stability of the .xe;ve/-subsystem. We have so far proven that the trans-

formed tracking errors .xe;z1;z2;ve;ue; re/ globally asymptotically and locally

exponentially converge to zero. By (8.26), convergence of z1 and ve to zero im-

plies that of ye . Convergence of the actual position tracking error .x�xd ;y�yd /
and orientation tracking error . �  d / to balls with radii of jm23=m22j and

jı.t/j � .˛ Nud C j
 j/ j Nrd j=
ˇ

ˇˇ Nud C PNud
ˇ

ˇ < �=4 follows from (8.15) and (8.18). Fi-

nally, since vd D Nud sin.ı/, ud D Nud cos.ı/ and Nud D
q

x
02
d

Cy
02
d

Ps, we can see that

the total linear velocity of the ship is tangential to the path and the desired forward

speed ud can be adjusted by adjusting Ps.

8.1.5 Dealing with Environmental Disturbances

To clearly illustrate our idea, we have not included constant (or at least slowly time-

varying) environmental disturbances induced by waves, wind, and ocean currents

in the control design. To use the proposed controller in practice, the environmental

disturbances should essentially be taken into account in the control design. The aim
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of this section is to discuss a simple way to modify the proposed control design in

the previous section to handle these disturbances. When the constant disturbances

are present, the last equation of (8.1) is of the form

M Pv D �C .v/v �Dv C� C�E ; (8.52)

where �E D Œ�uE �vE �rE �
T with �uE ; �vE and �rE being the environmental dis-

turbances acting on the surge, sway, and yaw axes. Processing the same coordinate

transformations as in Section 8.1.2, the last three equations of (8.13) are written as

PuD N�uC N�uE ;
PNv D �˛ur �ˇ NvC
rC N�vE ; (8.53)

Pr D N�r C N�rE ;

with

N�uE D 1

m11
�uE ;

N�vE D 1

m22
�vE ; (8.54)

N�rE D .�m23�vE Cm22�rE /

.m22m33�m23m32/
:

We first deal with N�vE . The idea to handle N�vE is to introduce an angle to the yaw

angle. This angle together with the ship forward speed will compensate for N�vE . We

design an observer to estimate N�vE as

PONv D k01. Nv� ONv/�˛ur �ˇ ONvC
rC ON�vE ;
PON�vE D �
01proj. Nv� ONv; ON�vE /;

(8.55)

where k01 and 
01 are positive constants, ON�vE is an estimate of N�vE , the operator

proj represents the Lipschitz projection algorithm [118] as

proj($; O!) D$ if�. O!/� 0;

proj($; O!) D$ if�. O!/� 0 and � O!. O!/$ � 0;

proj($; O!) D .1��. O!//$ if �. O!/ > 0 and � O!. O!/$ > 0;

where �. O!/ D . O!2 �!2M /=.�2 C 2�!M /; � O!. O!/ D @�. O!/=@ O!, � is an arbitrar-

ily small positive constant, O! is an estimate of !, and j!j � !M . The projection

algorithm is such that if PO! D proj($ , O!/ and O!.t0/� !M , then

1. O!.t/� !M C �; 80� t0 � t <1;

2. proj($; O!) is Lipschitz continuous,

3. jproj($; O!)j � j$ j ;
4. Q!proj($; O!) � Q!$ with Q! D !� O!.
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From (8.55), the second equation of (8.53), and property 4 of the proj operator,

it is readily shown that limt!1 QN�vE .t/ D 0 with QN�vE .t/ D N�vE � ON�vE .t/. Now, by

comparing the transformed sway dynamics with disturbances (the second equation

of (8.53)) and the one without disturbances (the fifth equation of (8.13)), the desired

sway velocity vd dynamics should now be modified from (8.21) as

Pvd D �˛ud rd �ˇvd C
rd C ON�vE : (8.56)

With this choice, we have

Pve D �˛.ur �ud rd /�ˇve C
.r � rd /C QN�vE : (8.57)

Notice that (8.56) is equivalent to

. Nud cos.ı/.1�˛/C
/ Pı D �.ˇ Nud C PNud /sin.ı/�
.˛ Nud cos.ı/�
/ Nrd C ON�vE ; ı.t0/D 0:

(8.58)

Therefore the tracking objective is solvable if condition (8.11) is replaced by

.˛ Nud Cj
 j/ j Nrd jC max.j N�vE j/C �01

ˇ Nud C PNud
�

p
2

2
� "7; (8.59)

where property 1 of the projection algorithm that guarantees
ˇ

ˇ ON�vE
ˇ

ˇ� max.j N�vE j/C
�01 has been utilized, with �01 an arbitrarily small positive constant. Hence, if the

disturbances are not too large and the path ˝ is feasible, i.e., Assumption 8.1 with

condition (8.11) being replaced by (8.59) holds, then the control objective is solv-

able under constant disturbances. Now processing the same coordinate changes as

in Section 8.1.2 results in the same tracking error dynamics as (8.22) but the last

three equations of (8.22) are replaced by

Pve D �˛.ur �ud rd /�ˇve C
.r � rd /C QN�vE ;
PuD N�uC N�uE ; (8.60)

Pr D N�r C N�rE :

Since limt!1 QN�vE .t/D 0, and N�uE and N�rE satisfy a matching condition, the control

design is much the same as in Section 8.1.3 and is briefly described in the following.

Kinematic Control Design. The same as in Section 8.1.3.

Kinetic Control Design. The controls N�u and N�r are almost the same as in Section

8.1.3 but we cannot directly use Pz1 and Pz2 since they contain an unmeasured term
QN�vE .t/ and we need to compensate N�uE and N�rE . These controls are designed as

follows:
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N�u D �c2ue C @˛u

@xe
Pxe C @˛u

@ud
Pud C k2˛

ˇ�2
z2r � ON�uE ;

N�r D �c3re C Prd C @˛r

@z1
.ud sin. e/�vd .cos. e/�1/�

1

ˇ
.˛ud �
/.r � rd /�

˛

ˇ
uerC @˛r

@z2

0

B

@
� c1z2
q

1Cz22

C

�

1� k2.˛ud �
/
ˇ�2

�

re � k2˛

ˇ�2
uer

�

C @˛r

@ e
P e C @˛r

@ud
Pud C

@˛r

@vd
Pvd � .1�k2.˛ud �
/

ˇ�2
z2� ON�rE ; (8.61)

where ON�uE and ON�rE are estimates of N�uE and N�rE updated by

PON�uE D �
02proj.ue; ON�uE /;
PON�rE D �
03proj.re; ON�rE /; (8.62)

where 
02 and 
03 are positive constants. From the above control design, we have a

closed loop system as

Pxe D �k1xe �ud .cos. e/�1/�vd sin. e/C .rd C˛r C re/.z1�
ˇ�1ve/Cue;

Pve D �˛..ue C˛u/.rd C˛r C re/�ud rd /�ˇve C
.˛r C re/C QN�vE ;
Pz1 D �k2udz1=��vd .cos. e/�1/�ˇ�1.˛ud �
/.˛r C re/C

ud .sin.z2/cos.˛ e
/C .cos.z2/�1/cos.˛ e

//�˛ˇ�1ue.rd C
˛r C re/Cˇ�1 QN�vE ;

Pz2 D �c1z2=
q

1Cz22 C .1�k2.˛ud �
/ˇ�1��2/re �k2˛ˇ�1��2uerC
k2ˇ

�1��2 QN�vE ;
Pue D �c2ue Ck2˛ˇ

�1��2z2rC QN�uE ;

Pre D �c3re � .1� k2

ˇ�2
.˛ud �
//z2�

QN�vE
ˇ

@˛r

@z1
� k2 QN�vE
ˇ�2

@˛r

@z2
C QN�rE ;

(8.63)

where QN�uE D N�uE � ON�uE and QN�rE D N�rE � ON�rE . We now present a result for the case

with constant disturbances.

Theorem 8.2. Assume that the path ˝ satisfies all conditions specified in As-

sumption 8.1 except for (8.5) being replaced by (8.58) and that the disturbances

are not too large, i.e., (8.59) holds, the controls �u and �r given by (8.14) and

(8.61) force the transformed tracking errors .xe;ye; e/ to globally asymptoti-

cally converge to zero with an appropriate choice of k2. As a result, the ac-
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tual position tracking errors .x � xd ;y � yd / and the orientation tracking error

. � d / globally asymptotically converge to balls with radii of jm23=m22j and

jı.t/j � arcsin..˛ Nud C j
 j/ j Nrd j C max.j N�vE j/C �01/=.ˇ Nud C PNud // < �=4, respec-

tively.

Note that convergence of the tracking errors in the case with disturbances is

asymptotic (not locally exponential due to adaptation), and the magnitude of ı.t/

is generally larger than the one in the case without disturbances. Since

lim
t!1

. QN�uE .t/; QN�uE .t/; QN�rE .t//D 0;

@˛r=@z1 and @˛r=@z2 are bounded by some constants, the structure of (8.63) is very

similar to (8.38), and the proof of Theorem 8.2 follows the same lines as for Theo-

rem 8.1 plus an application of Barbalat’s lemma, we omit proof of Theorem 8.2.

8.1.6 Numerical Simulations

We perform some numerical simulations to illustrate the effectiveness of our pro-

posed control laws given by (8.14), (8.36), and (8.37) on a supply vessel with the

length of LD 76:2 m and a mass of mD 226�103 kg. This vessel has a minimum

turning circle with the radius of 250m, a maximum surge force of 6:5�1010 N, and

a maximum yaw moment of 3:2�1012 Nm. The Bis-scale parameters of the vessel

taken from [11], pp. 446, are as follows:

m11 D 1:1274; m22 D 1:8902; m23 D �0:0744; m33 D 0:1278;

d11 D 0:0358; d22 D 0:1183; d23 D �0:0124; d32 D �0:0041; d33 D 0:0308:

From these values, we have ˛ D 0:5964; ˇ D 0:0626, and 
 D 0:0041. The refer-

ence path ˝ is chosen as xd .s/D s; yd .s/D 100sin.0:01s/ and Ps D 1. Therefore,

Nud D 2
p

1C cos.0:01s/2 and Nrd D �0:02sin.0:01s/=.1C cos.0:01s/2/. A simple

calculation shows that all of conditions of Assumption 8.1 hold. In the simulations,

the initial conditions are chosen as x.0/ D �20, y.0/ D 50,  .0/ D 0:5, u.0/ D
0;v.0/ D 0:1, and r.0/ D 0. The control gains are chosen as k1 D ˇ=˛ D 0:1049,

k2 D 0:025, and c1 D c2 D c3 D 2. A simple calculation shows that k2 satisfies the

condition specified in (8.47). Simulation results without disturbances are plotted in

Figures 8.2 and 8.3. In these figures, all variables are converted back to their original

values using the following table with g being the gravitational acceleration:

The tracking errors are plotted in Figure 8.2a, and the angle ı is plotted in Figure

8.2b. It is seen that the proposed controller nicely forces the ship to track the given

reference path in the sense that the tracking errors asymptotically converge to zero.

From (8.20) and the fact that the surge and sway velocities .u;v/ converge to their

desired values .ud ;vd /, the change of the angle ı reflects the change of the surge

and sway velocities of the ship with the total ship velocity Nu D
p
u2Cv2 as time
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Table 8.1 Normalization variables used for the Bis system

Variable Bis-system

Time
p
L=g

Position L
Angle 1

Linear velocity
p
Lg

Angular velocity
p
g=L

Force mg
Moment mgL

evolutes. The ship and reference trajectories in the .x;y/-plane, and the control

inputs are plotted in Figure 8.3.

To illustrate how our controller in Section 8.1.5 can compensate for the dis-

turbances, we also simulate with the disturbances as �E D Œ0:15; 0:08; 0:05�T

in the Bis system. This choice of �E implies that the disturbance forces on the

surge and sway are 0:15 and 0:08, and the disturbance moment on the yaw is

0:05. The adaptation gains are chosen as 
0i D 1; k0i D 1, and �0i D 0:05; i D
1;2;3. With these disturbances, one can verify that condition (8.59) holds, i.e.,

..˛ Nud C j
 j/ j Nrd j C max.j N�vE j/C �01/=.ˇ Nud C PNud // � 0:71. Simulation results are

plotted in Figures 8.4 and 8.5. It is seen that our controller forces the heading angle

to a value ı.t/ to compensate for the disturbances.
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Figure 8.2 Simulation results without disturbances: a. Tracking errors ..x�xd /;.y�yd /;. �
 d //; b. Variation of angle ı
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Figure 8.3 Simulation results without disturbances: a. Ship position and orientation in the .x;y/-
plane; b. Control input �u; c. Control input �r
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Figure 8.5 Simulation results with disturbances: a. Ship position and orientation in the .x;y/
plane; b. Control input �u; c. Control input �r

8.2 Output Feedback

8.2.1 Control Objective

For the reader’s convenience the mathematical model of an underactuated ship mov-

ing in a horizontal plane is rewritten here, see Section 3.4.1.1:

P� D J . /v;

M Pv D �C .v/v � .D CDn.v//v C�; (8.64)

where

� D

2

4

x

y

 

3

5 ; v D

2

4

u

v

r

3

5 ; � D

2

4

�u
0

�r

3

5 ;

J . /D

2

4

cos. / �sin. / 0

sin. / cos. / 0

0 0 1

3

5 ;M D

2

4

m11 0 0

0 m22 m23
0 m32 m33

3

5 ;

C .v/D

2

4

0 0 C13
0 0 C23
C31 C32 0

3

5 ;D CDn.v/D

2

4

D11 0 0

0 D22 D23
0 D32 D33

3

5 ;

with
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m11 Dm�X Pu; m22 Dm�Y Pv; m23 Dmxg �Y Pr ;

m32 Dmxg �N Pv; m33 D Iz �N Pr ;

C13 D �C31 D �.m�Y Pv/v� .mxg �0:5.Y Pr CN Pv//r;

C23 D �C32 D .m�X Pu/u;

D11 D �.XuCXjuju juj/; D22 D �.Yv CYjvjv jvj/;
D23 D �Yr ; D32 D �Nv; D33 D �.Nr CNjr jr jr j/:

All the symbols used here are defined in Section 3.3. It is noted that we did not

include environmental disturbances in the ship dynamics (8.64). In the control de-

sign, we will add integrators to the path-tracking error outputs to compensate for the

disturbances. In this section, we consider the following control objective.

Control Objective. Assume that the ship velocities, u, v, and r are not available

and that Assumption 8.2 holds, design the controls �u and �r to force the ship (8.64)

to follow a prescribed path ˝ parameterized by .xd .s/;yd .s//with s being the path

parameter in the sense that the position of the ship (8.64) globally tracks the path

˝ , the ship total linear velocity is tangential to the path ˝ , and let the desired surge

speed, ud0.t/, be adjusted on-line. The desired surge speed, ud0.t/, is assumed to

be bounded and twice differentiable.

Assumption 8.2. There exist strictly positive constants "i ; 0� i � 5 such that

"0 � x
02
d .s/Cy

02
d .s/� "1; 8s 2 R; (8.65)

ud0.t/� "2; 8 t � 0; (8.66)

N Pv D Y Pr ; (8.67)

1� .˛.ud0.t/C "3/Cj
 j/=.ud0.t/� "4/� "5; 8 t � 0; (8.68)

where x
0

d
.s/; y

0

d
.s/; ˛ and 
 are defined as

x
0

d .s/D @xd

@s
; y

0

d .s/D @yd

@s
;

˛ D m11

m22
; 
 D Yr

m22
: (8.69)

Remark 8.4. The following observations are made on Assumption 8.2.

1. Condition (8.65) implies that the path ˝ is regular with respect to the path pa-

rameter s. If the path is not regular, one can break it into different regular paths

and consider each path separately.

2. Condition (8.66) means that the path ˝ does not contain or approach a set-point,

i.e., we do not consider stabilization/regulation problems. For clarity we only

consider forward tracking. Backward tracking can be done similarly.

3. Condition (8.67) implies that the added mass matrix is symmetric. This condition

is needed for designing an observer. If this condition does not hold, we can use
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an acceleration feedback in the yaw dynamics [12] to reshape the added mass

matrix.

4. Condition (8.68) is needed to guarantee stability of the sway dynamics under

the proposed controller (to be designed later). Since ˛ is strictly smaller than 1

(added mass, �X Pu, in surge is smaller than that, �Y Pv , in sway) and j
 j is small

for most ships, Condition (8.68) is satisfied under (8.66) with "2 being strictly

larger than j
 j.

The main ideas in solving the above control objective are as follows:

1. Choose an appropriate body-fixed frame origin to avoid the yaw moment control

�r acting directly on the sway dynamics. This choice will overcome the difficulty

caused by off-diagonal terms in the mass matrix.

2. Transform the ship dynamics to a system, which is linear and monotonic in un-

measured velocities, so that an observer can be easily designed.

3. Interpret path-tracking errors in a frame attached to the path ˝ such that the

error dynamics are of a triangular form to which the backstepping technique can

be applied.

4. Use the orientation error as a virtual control to stabilize the cross-track error

where a filter of the sway velocity is designed and used in the virtual control.

This filter and the derivative of the path parameter used as an additional control

allow a global controller and desired path with arbitrary curvature.

5. Add projection integrators to the path-tracking error dynamics’ output to com-

pensate for constant bias of the disturbances.

v

u

d

ye xe
e

dx

dy

CG

bO

dY

bY

bX

dO

EY

EX
EO

dX
gx

y

x

du

Figure 8.6 Interpretation of path-tracking errors
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8.2.2 Coordinate Transformations

8.2.2.1 Choosing the Body-fixed Frame Origin

To avoid the yaw moment control �r acting directly on the sway dynamics, we

choose the body-fixed frame origin such that it is on the center line of the ship

(see Figure 8.6), i.e., yg D 0 and that:

xg D Y Pr
m
: (8.70)

With this choice, the ship model (8.64) can be written as:

P� D J . /v;

NM Pv D � NC .v/v � . ND C NDn.v//v C�;
(8.71)

where

NM D

2

4

m11 0 0

0 m22 0

0 0 m33

3

5 ; NDn.v/D

2

4

dn1 juj 0 0

0 dn2 jvj 0

0 0 dn3 jr j

3

5 ;

ND D

2

4

d11 0 0

0 d22 d23
0 d32 d33

3

5 ; NC .v/D

2

6

4

0 0 �m22v
0 0 m11u

m22v �m11u 0

3

7

5
; (8.72)

with
d11 D �Xu; d22 D �Yv;
d23 D �Yr ; d32 D �Nv;
d33 D �Nr ; dn1 D �Xjuju;
dn2 D Yjvjv; dn3 DNjr jr :

It is noted that the ship position .x;y/ is the coordinates of the body-fixed frame

origin (not the ship’s center of gravity) with respect to the earth-fixed frame.

8.2.2.2 Transformation of the Ship Dynamics to be Linear and Monotonic in

Unmeasured State System

The transformation here is very similar to that in Section 7.3.1. For the sake of com-

pleteness, we give the full derivation of the transformation. As such, we first remove

the term NC .v/v in the right-hand side of the second equation of (8.71), which causes

difficulties in the observer design, by introducing the following coordinate:

X D P.�/v; (8.73)
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where P.�/ 2 R
3�3 is a global invertible matrix to be designed. With (8.73), the

second equation of (8.71) is written as

PX D
h

PP.�/v �P.�/ NM �1 NC .v/v
i

�

P.�/ NM �1. ND C NDn.P
�1.�/X//P�1.�/X CP.�/ NM �1�: (8.74)

It can be seen that in order to remove the term NC .v/v, we need to find the matrix

P.�/ such that
h

PP.�/v �P.�/ NM �1 NC .v/v
i

D 0; (8.75)

for all .�;v/ 2 R
6. Assuming that the elements of P.�/ are pij .�/; i D 1;2;3; j D

1;2;3, (8.75) is expanded to:

Ppi1uC Ppi2vC Ppi3rC m22

m11
pi1vr � m11

m22
pi2urC m11�m22

m33
pi3uv D 0;

i D 1;2;3; 8.�; u;v;r/ 2 R
6; (8.76)

where for brevity, we omit the argument � of pij .�/. With the first equation of

(8.71), we expand (8.76) as

�

@pi1

@x
cos. /C @pi1

@y
sin. /

�

u2C
�

�@pi2
@x

sin. /C @pi2

@y
cos. /

�

v2C

@pi3

@ 
r2C

�

�@pi1
@x

sin. /C @pi1

@y
cos. /C @pi2

@x
cos. /C @pi2

@y
sin. /C

m11�m22
m33

pi3

�

uvC
�

@pi1

@ 
C @pi3

@x
cos. /C @pi3

@y
sin. /� m11

m22
pi2

�

urC
�

@pi2

@ 
� @pi3

@x
sin. /C @pi3

@y
cos. /C m22

m11
pi1

�

vr D 0: (8.77)

Therefore (8.77) holds for all .x;y; ;u;v;r/ 2 R
6 if

@pi1

@x
cos. /C @pi1

@y
sin. /D 0;

�@pi2
@x

sin. /C @pi2

@y
cos. /D 0;

@pi3

@ 
D 0;

�

@pi2

@y
� @pi1

@x

�

sin. /C
�

@pi1

@y
C @pi2

@x

�

cos. /C m11�m22
m33

pi3 D 0;

@pi1

@ 
C @pi3

@x
cos. /C @pi3

@y
sin. /� m11

m22
pi2 D 0;

@pi2

@ 
� @pi3

@x
sin. /C @pi3

@y
cos. /C m22

m11
pi1 D 0: (8.78)
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A family of solutions of the above set of six partial differential equations is

pi1 D ..m11Ci3xCm33Ci1/sin. /� .m11Ci3y�m33Ci2/cos. //

m33
;

pi2 D m22 ..m11Ci3xCm33Ci1/cos. /C .m11Ci3y�m33Ci2/sin. //

m11m33
;

pi3 D Ci3; (8.79)

where Ci1; Ci2, and Ci3 are arbitrary constants.

We now choose the constants Ci1; Ci2, and Ci3 such that the matrix P.�/ is

invertible for all .x;y; / 2 R
3. A trivial choice of C13 D C11 D 0, C12 D 1, C23 D

C22 D 0, C21 D 1, C31 D C32 D 0, and C33 D 1 results in

P.�/D

2

6

6

6

6

4

cos. / �sin. /
m22

m11
0

sin. / cos. /
m22

m11
0

.sin. /x� cos. /y/
m11

m33
.cos. /xC sin. /y/

m22

m33
1

3

7

7

7

7

5

:

(8.80)

Indeed this matrix is invertible for all .x;y; / 2 R
3. Substituting (8.80) into (8.74)

gives

PX D �P.�/ NM �1. ND C NDn.P
�1.�/X//P�1.�/X CP.�/ NM �1�: (8.81)

8.2.3 Observer Design

It can be seen that system (8.81) is linear and monotonic in the unmeasured state

vector X . We now design a simple observer to estimate X as:

POX D �P.�/ NM �1. ND C NDn.P
�1.�/ OX//P�1.�/ OX CP.�/ NM �1�; (8.82)

where OX is an estimate of X . From (8.81) and (8.82), we have

PQX D �P.�/ NM �1 NDP�1.�/ QX �P.�/ NM �1�
Œ NDn.P

�1.�/X//P�1.�/X � NDn.P
�1.�/ OX//P�1.�/ OX �; (8.83)

where QX WD . Qx1; Qx2; Qx3/T D X � OX . We will use (8.83) in stability analysis of the

closed loop system later. Define Ov D Œ Ou; Ov; Or�T as being an estimate of the velocity

vector v as:

Ov D P�1.�/ OX : (8.84)

Then the velocity estimate error vector, Qv WD Œ Qu; Qv; Qr�T D v � Ov, satisfies:
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2

6

6

6

4

Qu

Qv

Qr

3

7

7

7

5

D

2

6

6

6

6

4

Qx1 cos. /C Qx2 sin. /

m11

m22
.� Qx1 sin. /C Qx2 cos. //

m11

m33
. Qx1y� Qx2x/C Qx3

3

7

7

7

7

5

: (8.85)

Using (8.84), we rewrite the first equation of (8.71) and (8.82) as:

Px D . OuC Qu/cos. /� .vC Qv/sin. /;

Py D . OuC Qu/sin. /C .vC Qv/cos. /;

P D OrC Qr;
POuD m22

m11
Ov Or � d11

m11
Ou� dn1

m11
j Ouj OuC 1

m11
�uC m22

m11
Ov Qr; (8.86)

POv D �m11
m22

Ou Or � d22

m22
Ov� d23

m22
Or � dn2

m22
j Ovj Ov� m11

m22
Ou Qr;

POr D m11�m22
m33

Ou Ov� d22

m33
Ov� d33

m33
Or � dn3

m33
j Or j OrC

1

m33
�r C m11

m33
Ou Qv� m22

m33
Ov Qu:

Transformation of Path-tracking Errors

We now interpret the path-tracking errors in a frame attached to the reference path

˝ as follows (see Figure 8.6):

2

6

4

xe

ye

 e

3

7

5
D J T . /

2

6

4

x�xd
y�yd
 � d

3

7

5
; (8.87)

where  d is the angle between the path and the X-axis defined by

 d D arctan

 

y
0

d
.s/

x
0

d
.s/

!

; (8.88)

with x
0

d
.s/ and y

0

d
.s/ being defined in (8.69).

In Figure 8.6, OEXEYE is the earth-fixed frame; OpXpYp is a frame attached

to the path ˝ such that OpXp and OpYp are parallel to the surge and sway axes

of the ship, respectively, ud is tangential to the path, CG is the center of gravity

of the ship; and ObXbYb is the body-fixed frame. Therefore xe , ye , and  e can be

referred to as tangential, cross and heading errors, respectively. Differentiating both

sides of (8.87) along the solutions of the first three equations of (8.86) results in the

kinematic path-tracking errors:
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Pxe D Ou�ud cos. e/C . OrC Qr/ye C Qu;
Pye D OvCud sin. e/� . OrC Qr/xe C Qv;
P e D Or � rd C Qr; (8.89)

where ud and rd are given by:

ud D
q

x
02
d
.s/Cy

02
d
.s/Ps;

rd D
x

0

d
.s/y

00

d
.s/�x00

d
.s/y

0

d
.s/

x
02
d
.s/Cy

02
d
.s/

Ps: (8.90)

8.2.4 Control Design with Integral Action

There are often two methods to let a control system compensate for constant (or at

least slowly-varying) environmental disturbances: (1) deriving an adaptive control

law to estimate a constant bias (as the one in Section 8.1.5), and (2) adding extra

integrators to the output of the path-tracking error system. Here we use the second

method for simplicity since the first one will result in a complicated control law due

to the observer developed in the previous section, see Section 8.2.6.1 for a discus-

sion. We divide the control design procedure into two separate stages. At the first

stage, we consider (8.89) with Ou and Or being viewed as controls. At the second stage,

the last three equations of (8.86) are considered to design the actual controls �u and

�r using the backstepping technique.

8.2.4.1 Kinematic Control Design

Substep 1 (Stabilizing .xe;ye/-dynamics)

First we add two projection integrators to the position path-tracking error dynamics

as

P�xe D proj.
1xe=�;�xe/;

P�ye D proj.
2ye=�;�ye/;

Pxe D Ou�ud cos. e/C . OrC Qr/ye C Qu;
Pye D OvCud sin. e/� . OrC Qr/xe C Qv; (8.91)

where � D
p

1Cx2e Cy2e , 
1 and 
2 are positive constants and the operator proj

represents the Lipschitz projection algorithm (repeated here for the reader’s conve-

nience)
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proj($; O!) D$ if�. O!/� 0;

proj($; O!) D$ if�. O!/� 0 and � O!. O!/$ � 0;

proj($; O!) D .1��. O!//$ if �. O!/ > 0 and � O!. O!/$ > 0;

where �. O!/D . O!2�!2M /=.�2C2�!M /; � O!. O!/D @�. O!/=@ O!, � is an arbitrarily

small positive constant and !M is the maximum value of the constant bias that O!
will compensate for. The projection algorithm (repeated here for convenience of the

reader) is such that if PO! D proj($ , O!/ and O!.t0/� !M then:

1. O!.t/� !M C �; 80� t0 � t <1;

2. proj($; O!) is Lipschitz continuous,

3. jproj($; O!)j � j$ j ;
4. Q!proj($; O!) � Q!$ with Q! D !� O!.

It is noted that we have added the integrators via the projection algorithm to guar-

antee that �xe and �ye are always bounded by some predefined constants. Define

ue D Ou�˛u;
N e D  e �˛ e

; (8.92)

where ˛u and ˛ e
are virtual controls of Ou and  e , respectively. Substituting (8.92)

into the last two equations of (8.91) gives

Pxe D ˛uCue �ud cos.˛ e
/�ud ..cos. N e/�1/cos.˛ e

/�
sin. N e/sin.˛ e

//C . OrC Qr/ye C Qu;
Pye D OvCud sin.˛ e

/Cud .sin. N e/cos.˛ e
/C .cos. N e/�1/�

sin.˛ e
//� . OrC Qr/xe C Qv: (8.93)

From the first equation of (8.91) and first equation of (8.93), we can easily design a

control law for ˛u to stabilize the xe-dynamics as follows

˛u D �'1��xe Cud cos.˛ e
/; (8.94)

with

'1 D k1
xe

�
;

where k1 is a positive constant to be specified later. It is noted that we have chosen

˛u not to cancel the known term,�ud ..cos. N e/�1/cos.˛ e
/�sin. N e/sin.˛ e

//C
Orye , to simplify the controller expression.

However, stabilizing the second equation of (8.91) and second equation of (8.93)

is more difficult. We cannot directly use ˛ e
to cancel Ov since the term ud sin.˛ e

/

cannot cancel Ov without imposing a restriction on the initial conditions, i.e., no

global result can be obtained. To resolve this difficulty, the derivative of the path

parameter is used as an additional control and is designed as:
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Ps D

q

u2
d0

C�2xe C .'2C�ye Cvd /2

q

x
02
d
.s/Cy

02
d
.s/

; (8.95)

with '2 D k2
ye

�
, where from now we drop the argument t of ud0 and its derivatives,

k2 is a positive constant to be specified later, and vd is a filtered value of Ov to be

designed later. From (8.95) and (8.90), we have:

ud D
q

u2
d0

C�2xe C .'2C�ye Cvd /2: (8.96)

From (8.96), the second equation of (8.93), and (8.90), we design a control law for

˛ e
as:

˛ e
D �arctan

�

'2C�ye Cvd

�ud0

�

; (8.97)

with

�ud0
D
q

u2
d0

C�2xe: (8.98)

Substituting (8.97), (8.95), and (8.94) into (8.93) results in

Pxe D �k1xe=���xe Cue �ud ..cos. N e/�1/cos.˛ e
/�

sin. N e/sin.˛ e
//C . OrC Qr/ye C Qu;

Pye D �k2ye=���ye Cve Cud .sin. N e/cos.˛ e
/C

.cos. N e/�1/sin.˛ e
//� . OrC Qr/xe C Qv; (8.99)

where ve D Ov�vd .

Substep 2 (Stabilizing N e dynamics)

Define

re D Or �˛r ; (8.100)

where ˛r is a virtual control of Or . Differentiating both sides of the second equation

of (8.92) along the solutions of (8.97), and adding a projection integrator gives

P� N e D proj

�


3
N e

q

1C N 2e
;� N e

�

;

PN e D b1.re C˛r C Qr/� rd C �ud0
.˘ C Pvd C P�ye/

u2
d

� (8.101)

.'2C�ye Cvd /. Pud0ud0C P�xe�xe/
u2
d
�ud0

� k2�ud0
.xeye.ue C Qu/C .1Cx2e /.ve C Qv//

u2
d
�3

;
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where 
3 is a positive constant and

b1 D 1�k2
�ud0

xe

u2
d
�3

;

˘ D k2

�

vd Cud sin. e/

�
� ye.xe.˛u�ud cos. e//Cye.vd Cud sin. e//

�3

�

:

(8.102)

From the first equation of (8.102), we choose the design constant k2 such that:

k2 � min.ud0/� "6; (8.103)

where "6 is a strictly positive constant. Then b1 is always larger than some strictly

positive constant. Now the virtual control ˛r can be designed from (8.101) as

˛r D 1

b1

�

� k3 N e
q

1C N 2e
�� N e C rd � �ud0

u2
d

�

˘ C Pvd C P�ye
�

C '2C�ye Cvd

u2
d
�ud0

�

. Pud0ud0C P�xe�xe// ; (8.104)

where k3 is a positive constant. Substituting (8.104) into the second equation of

(8.101) gives:

PN e D �k3
N e

q

1C N 2e
�� N e � k2�ud0

xeye

u2
d
�3

.ue C Qu/C k2�ud0
.1Cx2e /

u2
d
�3

�

.ve C Qv/Cb1.re C Qr/: (8.105)

To determine vd , we differentiate ve D Ov�vd along the solutions of the fifth equa-

tion of (8.86) to obtain:

Pve D �m11
m22

.˛uCue/.˛r C re/�
d22

m22
.ve Cvd /�

d23

m22
.˛r C re/�

dn2

m22
j Ovj.ve Cvd /�

m11

m22
Ou Qr � Pvd (8.106)

which suggests that we choose:

Pvd D �m11˛uCd23

m22
˛r � d22

m22
vd � dn2

m22
jvd jvd C k2�ud0

.1Cx2e /

u2
d
�3

N e
q

1C N 2e
;

(8.107)

where the last term on the right-hand side of (8.107) is added to take care of the

second last term in the right-hand side of (8.105). Substituting (8.107) into (8.106)

gives:
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Pve D � d22

m22
ve � dn2

m22
j Ovjve � m11 OuCd23

m22
re � m11

m22
Orue � d23

m22
re �

m11

m22
.ue C˛u/ Qr � k2�ud0

.1Cx2e /

u2
d
�3

N e
q

1C N 2e
: (8.108)

Now notice that ˛r depends on Pvd , see (8.104). Hence, we substitute (8.104) into

(8.107) to obtain:

Pvd D 1

b2

�

�d22vd Cdn2 jvd jvd
m22

� m11˛uCd23

b1m22

�

� k3 N e
q

1C N 2e
�� N e C rd�

�ud0
.˘ C P�ye/
u2
d

C '2C�ye Cvd

u2
d
�ud0

. Pud0ud0C P�xe�xe/
�

�k2
�ud0

.1Cx2e /
N e

u2
d
�3
q

1C N 2e

�

;

(8.109)

where

b2 D 1� m11˛uCd23

m22

�ud0

u2
d
b1

) b2 � 1� m11.ud0Ck1/Cjd23j
m22.ud0�k2/

: (8.110)

From condition (8.68) in Assumption 8.2, if we pick k1 and k2 such that

k1 � "3; k2 � "4; (8.111)

then we have b2 � "5, i.e., there is no singularity in (8.109), see Assumption 8.2 for

the constants "3; "4 and "5.

8.2.4.2 Kinetic Control Design

Before designing the actual controls �u and �r , we note that the virtual control ˛u
is a smooth function of xe , ye , ud0, and �xe , and the virtual control ˛r is a smooth

function of xe , ye ,  e , �xe , �ye , � N e , ud0, Pud0, vd , and s. By differentiating both

sides of (8.100) and the first equation of (8.92), and noting (8.101) and (8.108), we

choose the actual controls �u and �r as:

�u D �c1m11ue �m22 Ov OrC .d11�dn1 j Ouj/˛uC

m11

�

@˛u

@xe
. Ou�ud cos. e/C Orye/C

@˛u

@ye
. OvCud sin. e/� Orxe/C

@˛u

@�xe
P�xe C @˛u

@ud0
Pud0C k2�ud0

xeye

u2
d
�3

N e
q

1C N 2e
C m11

m22
Orve

1

C

A
;
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�r D �c2m33re C .d33Cdn3 j Or j/˛r Cd32 Ov� .m11�m22/ Ou OvC

m33

�

@˛r

@xe
. Ou�ud cos. e/C Orye/C

@˛r

@ye
. OvCud sin. e/� Orxe/C

@˛r

@s
PsC @˛r

@ e
. OrC rd /C

@˛r

@�xe
P�xe C @˛r

@�ye
P�ye C @˛r

@� N e
P� N e C

@˛r

@ud0
Pud0C @˛r

@ Pud0
Rud0C @˛r

@vd
Pvd � b1 N e

q

1C N 2e
C .m11 OuCd23/ve

m22

1

C

A
;

(8.112)

where c1 and c2 are positive constants. The closed loop system is:

P�xe D proj

�


1xe

�
;�xe

�

; P�ye D proj

�


2ye

�
;�ye

�

; P� N e D proj

�


3 N e
q

1C N 2e
;� N e

�

;

Pxe D �k1
xe

�
��xe Cue �ud ..cos. N e/�1/cos.˛ e

/�

sin. N e/sin.˛ e
//C . OrC Qr/ye C Qu;

Pye D �k2ye=���ye Cve Cud .sin. N e/cos.˛ e
/C

.cos. N e/�1/sin.˛ e
//� . OrC Qr/xe C Qv;

PN e D �k3
N e

q

1C N 2e
�� N e Cb1.re C Qr/� k2�ud0

xeye

u2
d
�3

.ue C Qu/C

k2�ud0
.1Cx2e /

u2
d
�3

.ve C Qv/;

Pue D �.c1C d11Cdn1 j Ouj
m11

/ue C m22

m11
Ov Qr � @˛u

@xe
. QuCye Qr/�

@˛u

@ye
. Qv�xe Qr/C k2�ud0

xeye

u2
d
�3

N e
q

1C N 2e
C m11

m22
Orve;

Pve D � d22

m22
ve � dn2

m22
j Ovjve � m11 OuCd23

m22
re � m11

m22
Orue � d23

m22
re �

m11

m22
.ue C˛u/ Qr � k2�ud0

.1Cx2e /

u2
d
�3

N e
q

1C N 2e
;

Pre D �.c2C d33Cdn3 j Or j
m33

/re C m11

m33
Ou Qv� m22

m33
Ov Qu� @˛r

@xe
. QuCye Qr/�

@˛r

@ye
. Qv�xe Qr/� @˛r

@ e
QrC .m11 OuCd23/ve

m22
� b1 N e
q

1C N 2e
;
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Pvd D 1

b2

0

B

@
�d22vd Cdn2 jvd jvd

m22
� m11˛uCd23

b1m22

0

B

@
� k3 N e
q

1C N 2e
�� N eC

rd � �ud0
.˘ C P�ye/
u2
d

C '2C�ye Cvd

u2
d
�ud0

. Pud0ud0C P�xe�xe/
!

�

k2
�ud0

.1Cx2e /
N e

u2
d
�3
q

1C N 2e

1

C

A
;

Pxd D @xd

@s

ud
q

x
02
d
.s/Cy

02
d
.s/

; Pyd D @yd

@s

ud
q

x
02
d
.s/Cy

02
d
.s/

: (8.113)

We now present the second main result of this chapter, the proof of which is given

in the next subsection.

Theorem 8.3. Assume that Assumption 8.2 holds, the controls �u and �r given by

(8.112) solve the control objective with an appropriate choice of k1 and k2 such

that (8.103) and (8.111) hold. Particularly, the transformed path-tracking errors

.xe;ye; N e/ globally asymptotically converge to zero. As a result, the actual position

path-tracking errors .x�xd ;y�yd / and orientation path-tracking error . � d /
globally asymptotically converge to zero and to a ball with a radius of smaller than

0:5� , respectively. Furthermore, the desired forward speed of the ship on the path

can be adjusted by adjusting ud0.t/ and the total linear velocity of the ship is tan-

gential to the path.

8.2.5 Stability Analysis

To prove Theorem 8.3, we first show that the closed loop system (8.113) is for-

ward complete (i.e. no finite escape in the closed loop system), and there exist an

arbitrarily small positive constant �0, and a class-K function �0 of k�0.t0/k, with

�0.t0/ WD
h

xe.t0/;ye.t0/; e.t0/;xd .t0/;yd .t0/;�xe.t0/;

�ye.t0/;� N e.t0/;ue.t0/;ve.t0/; re.t0/;vd .t0/
iT

such that

k.xe.t/;ye.t/;xd .t/;xd .t//k ��0e
�0.t�t0/; 8 t � t0:

The reason for doing this is that the term, Qr , contains .x;y/, see (8.85). We then

consider the .� N e; N e;ue;ve; re/-subsystem and prove that vd is bounded by some

constant. Finally we consider the .�xe;�ye;xe;ye/-subsystem.
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To prove that the closed loop system (8.113) is forward complete, we consider

the Lyapunov function

W D 1

2
log.1CW0/C

1

2
K2 QXT QX ; (8.114)

where

W0 D x2e Cy2e Cx2d Cy2d C�2xe C�2ye C�2N e CK1. N 2e Cu2e Cv2e C r2e Cv2d /;

K1 andK2 are positive constants to be picked later. Differentiating both sides of

(8.114) along the solutions of (8.113) and (8.83), and using properties of the projec-

tion algorithm, after some calculations we obtain:

PW � 1

2
�0C �1

1CW0
C�2k QXk2; (8.115)

with constants �i ; i D 0;1;2 being defined as

�0 D 2

�

5"01C4"02C16"03C 1

2K1"01
�
�

c12C d11

m11
C d22

m22
C d33

m33

��

;

�1 D
N�2xe C N�2ye
4"01

C 9

"01
. Nu2d0C N�2xe C3 N�2ye C3k22/C . N�2xe C N�2ye C N�2N e/�

max. NP�xe; NP�ye; NP� N e/CK1

�

0:75

"03
C "04

b2
C 1

4"05

�� jd23j
b1m22

C

m11.k1C Nud0/
b1m22

 

k3C N� N e C .2Ck2C NP�xe C NP�ye C N�xe C N�ye/
ud0

!!

�2 D �K2�min. NM �1 ND/C 1

2"01
CK1.

2:25

"02
C 1

"03
.0:5k21 C0:25.A21C

A22/C8:25
m222
m233

C .2k21 C2k22 C3.1Ck1C Nud0/2C2A21C

2.A22CA23//; (8.116)

where c12 D c1C c2, "0i ; i D 1; :::;5 are positive constants. The constants Ai ; i D
1;2;3 denote upper bounds of j@˛r=@xej ; j@˛r=@yej ; j@˛r=@ ej, respectively. These

constants can be calculated by taking corresponding partial derivatives of ˛r , see

(8.104). Inequality (8.115) implies that the solution of the closed loop system

(8.113) exists.

Now we pick the constants "0i ; i D 1;2;3 and K1 such that �0 is strictly less

than �min. NM �1 ND/. Then picking the constant K2 such that �2 � 0, we have

PW � 1

2
�0C �1

1CW0
: (8.117)
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On the other hand, it is noted from (8.114) that

PW �
PW0

2.1CW0/
��max. NM�1 ND/k QXk2 �

PW0
2.1CW0/

; (8.118)

where �max. NM �1 ND/ > 0 is the maximum eigenvalue of NM �1 ND. From (8.117) and

(8.118), we have
PW0 � �0W0C2�1C�0: (8.119)

From (8.119) and the expression for W0, we have

k.xe.t/;ye.t/;xd .t/;yd .t//k ��0e
�0.t�t0/; 8 t � t0:

To show that QX.t/ globally exponentially converges to zero, we take the Lya-

punov function

V0 D 1

2
QXT QX ;

whose derivative along the solutions of (8.83) satisfies

PV0 � ��min. NM �1 ND/k QXk2

) k QX.t/k �









QX.t0/








e��min. NM�1 ND/.t�t0/; 8 t � t0 � 0; (8.120)

where Lemma 2.2 has been used. To investigate stability of the .� N e; N e;ue;ve; re/-
subsystem, we take the Lyapunov function

V1 D
q

1C N 2e �1C 1

2
.u2e Cv2e C r2e /C

1

2
3
�2N e; (8.121)

whose derivative along the solutions of the third, sixth, seventh, eighth, and ninth

equations of (8.113) satisfied

PV1 � �.k3� "06/
N 2e

1C N 2e
�
�

c1C d11

m11
� "06

�

u2e �
�

d22

m22
� "06

�

v2e �
�

c2C d33

m33
� "06

�

r2e C�1e
�ı1.t�t0/

� �1e
�ı1.t�t0/; (8.122)

with �1 D A4k QX.t0/kCA5k QX.t0/k2, where

A4 D max.b1;k2u
�1
d0/;

A5 D 0:25"�1
06 max.k21 Cb�1

1 u
�1
d0.k1Ck2/

2. Nud C Nvd /2C
.m11m

�1
33 /

2.1C Nvd /;2k21 C .m11m
�1
33 /

2.1C N̨u/C
b�1
1 u

�1
d0.k1Ck2/

2. Nud C Nvd /2;2k21 C .m11m
�1
22 /

2�
.1C N̨u/Cb�1

1 u
�1
d0.k1Ck2/

2. Nud C Nvd /2Ck23/; (8.123)
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and ı1 D �min. NM �1 ND/��0, "06 is a positive constant that is strictly smaller than

min.k3; c1Cd11=m11;d22=m22; c2Cd33=m33/. Since we have already proved that

�0 is strictly less than �min. NM �1 ND/, ı1 is a strictly positive constant. The second

inequality of (8.122) implies that V1.t/, i.e., .� N e.t/; N e.t/;ue.t/;ve.t/; re.t//, is

bounded. By integrating both sides of the first inequality of (8.122) and applying

Barbalat’s lemma, we have limt!1. N e.t/;ue.t/;ve.t/; re.t//D 0.

To show that vd is bounded, we take the Lyapunov function

V2 D 1

2
v2d ;

whose derivative along the solutions of the last equation of (8.113) yields

PV2 D b�1
2

�

�dn2m�1
22 jvd jv2d �B1v2d CB2 jvd jCB3

�

; (8.124)

where Bi ; 0 � i � 3 are given in (8.142). Since dn2=m22 is a positive constant, an

application of Theorem 4.18 in [6] shows that vd is bounded by some constant. It is

further noted that if nonlinear damping terms are ignored, i.e., dni D 0; i D 1;2;3,

then the path and desired surge velocity must satisfy an additional condition such

that B1 is strictly positive otherwise the filtered sway velocity dynamics will be

unstable. This will result in an unstable closed loop system.

To investigate stability of the .�xe;�ye;xe;ye/-dynamics, we take the Lyapunov

function

V3 D
q

1Cx2e Cy2e �1C 1

2

��2xe

1

C
�2ye


2

�

;

whose derivative along the solutions of the first four equations of (8.113) satisfies

PV3 � � .k1�3"07/x2e C .k2�3"07/y2e
�2

C
u2e Cv2e C8u2

d
N 2e

4"07
C

�2

"07
e��min. NM�1 ND/.t�t0/

�
u2e Cv2e C8u2

d
N 2e

4"07
C �2

"07
e��min. NM�1 ND/.t�t0/; (8.125)

where "07 is a positive constant, �2 is a class-K function of k�0.t0/k. We have

picked this constant such that "07 < min.k1;k2/=3. Since we have proved that

.� N e.t/; N e.t/;ue.t/;ve.t/;vd .t// is bounded and ud is given by (8.96), the second

inequality of (8.125) implies that .�xe.t/;�ye.t/;xe.t/;ye.t// is bounded. Hence in-

tegrating both sides of the first inequality of (8.125) and applying Barbalat’s lemma

yield limt!1.xe.t/;ye.t//D 0.

It now follows from (8.97) and the second equation of (8.92) that j e.t/j con-

verges to
ˇ

ˇarctan..'2C�ye Cvd /=�ud0
/
ˇ

ˇ < 0:5� , since we have already proven

that limt!1.xe.t/;ye.t// D 0, vd .t/ is bounded and ud0.t/ is larger than some

positive constant by assumption, see Assumption 8.2. Proof that the ship’s total

linear velocity is tangential to the path follows readily, since  e.t/ converges to
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arctan..'2C�ye Cvd /=�ud0
/, and the proven fact that limt!1.v.t/�vd .t//D 0.

Finally, we note that all constants "0i ; 1 � i � 7; Aj ; j D 1;2;3, K1, and K2 are

only used in the proof. They are not needed in controller implementation.

8.2.6 Discussion

8.2.6.1 Adding Integrator Approach Versus Adaptive Approach

We have used the projection integral actions instead of an adaptive approach to com-

pensate for the disturbances. The trade-off is that the integral action approach does

not give deep insight into the ship dynamics with disturbances. However, it results

in a simple controller that is suitable for practical implementation. An adaptive ap-

proach would be extremely complicated (even when nonlinear damping terms are

ignored) if the controller design follows the methodology proposed in this chapter.

In an adaptive approach, the disturbances, �E , can be considered directly in the ship

dynamics as:
NM Pv D � NC .v/v � NDv C� C�E ; (8.126)

where the nonlinear damping terms are ignored. Using the same coordinate trans-

formation (8.73) with P.�/ given in (8.80) gives

PX D �P.�/ NM �1 NDP�1.�/X CP.�/ NM �1.� C�E /: (8.127)

Because of the unknown �E , we would design a dynamic observer for X by defining

QX D X � OX �W �E ; (8.128)

where W 2 R
3�3 is a matrix to be determined and OX is an estimate of X . Differen-

tiating both sides of (8.128) and choosing

POX D �P.�/ NM �1 NDP�1.�/ OX CP.�/ NM �1�;
PW D �P.�/ NM �1 NDP�1.�/W CP.�/ NM �1

(8.129)

results in
PQX D �Q.�/ NM �1 NDQ�1.�/ QX : (8.130)

From (8.129) and the first equation of (8.71), a controller can be designed but this

will be very complicated since some elements of P.�/ depend on .x;y/ and W

must be generated by the second equation of (8.129).

8.2.6.2 Dealing with Parameter Uncertainties

In the control design, it was assumed that all the system parameters are known. The

ship’s mass and added mass and linear damping coefficients are determined quite
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accurately by using semi-empirical methods or hydrodynamic programs (such as

MARINTEK). However, it is difficult to obtain nonlinear damping coefficients ac-

curately. The purpose of this section is to discuss how the proposed observer and

controller can be modified so that the inaccuracies of the nonlinear damping coef-

ficients can be taken care of. Dealing with inaccuracies of the linear damping coef-

ficients can be carried out similarly if these coefficients are not known accurately.

The idea is to replace the real coefficients dni ; i D 1;2;3 in the nonlinear damping

matrix NDn.v/, see (8.72), by their estimates. These estimates will be used in the ob-

server (8.82) instead of the real nonlinear damping coefficients. The estimates of the

nonlinear damping coefficients are updated in such a way that the modified observer

guarantees that the observer error vector QX.t/ globally asymptotically converges to

zero. Then the proposed control design can be simply modified by replacing all the

nonlinear damping coefficients dni ; i D 1;2;3 by their estimates to take care of in-

accuracies in the nonlinear damping coefficients.

Observer Design Modifications

Letting Odni ; i D 1;2;3 be estimates of dni and defining the estimate errors as Qdni D
dni � Odni , we can write (8.81) as

PX D �P.�/ NM �1. ND C ONDn.P
�1.�/X//P�1.�/X CP.�/ NM �1� �

P.�/ NM �1 QNDn.P
�1.�/X//P�1.�/X ; (8.131)

where

ONDn.v/D

2

6

4

Odn1juj 0 0

0 Odn2jvj 0

0 0 Odn3jr j

3

7

5
; QNDn.v/D

2

6

4

Qdn1juj 0 0

0 Qdn2jvj 0

0 0 Qdn3jr j

3

7

5
;

with (8.73) having been used for a short notation. From (8.131), we design an ob-

server to estimate X as

POX D �P.�/ NM �1. ND C ONDn.P
�1.�/ OX//P�1.�/ OX CP.�/ NM �1�: (8.132)

From (8.131) and (8.132), we have the observer error dynamics

PQX D�P.�/ NM �1 NDP�1.�/ QX �P.�/ NM �1 �
Œ ONDn.P

�1.�/X/P�1.�/X� ONDn.P
�1.�/ OX//P�1.�/ OX ��

P.�/ NM �1 QNDn.P
�1.�/X//P�1.�/X

D�P.�/ NM �1 NDP�1.�/ QX �Q.�/ NM �1 �
Œ NDn.P

�1.�/X/P�1.�/X � NDn.P
�1.�/ OX//P�1.�/ OX ��˚ Q� ; (8.133)

where QX D X � OX and we have defined
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˚ D P.�/ NM �1

2

6

4

j Ouj Ou 0 0

0 j Ovj Ov 0

0 0 j Or j Or

3

7

5
; Q� D

2

6

4

Qdn1
Qdn2
Qdn3

3

7

5
:

It is noted that we have used (8.84). To determine an update law for Odni ; i D 1;2;3,

we take the following Lyapunov function

L0 D 1

2
QXT QX C 1

2
Q�T � �1 Q� ; (8.134)

where � is a positive definite matrix. Using Lemma 2.2, the derivative of L0 along

the solutions of (8.133) satisfies

PL0 D � QXT P.�/ NM �1 NDP�1.�/ QX � QXT P.�/ NM �1 �
Œ NDn.P

�1.�/X/P�1.�/X � NDn.P
�1.�/ OX//P�1.�/ OX ��

QXT ˚ Q� ;

� ��min. NM �1 ND/jj QX jj2 � QXT ˚ Q� � PO�T � �1 Q� ; (8.135)

where
O� D

� Odn1 Odn2 Odn3
�T
;

and �min. NM �1 ND/ > 0 is the minimum eigenvalue of NM �1 ND. From (8.135), choos-

ing an update law for O� as
PO� D �� ˚T .�/ QX (8.136)

results in
PL0 � ��min. NM �1 ND/jj QX jj2; (8.137)

which means that limt!10
QX.t/D 0. Indeed, we can use the projection algorithm

instead of (8.136). Now it is important to note that the update law (8.136) cannot be

used since QX contains the unknown vector X . We need to get around this problem.

Substituting QX D X � OX into the right-hand side of (8.136) and integrating both

sides gives

O�.t/D O�.t0/��

t
Z

t0

˚T .X.�/� OX.�//d�: (8.138)

On the other hand, from the first equation of (8.71) and (8.73), we have

X D .J . /P.�//�1 P�: (8.139)

Substituting (8.139) into (8.138) gives

O�.t/D O�.t0/C�

t
Z

t0

˚T OX.�/d� ��

�.t/
Z

�.t0/

˚T .J .�/P.�//�1d�; (8.140)
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where we have abused a notation of J . / as J .�/. It is seen that (8.140) is a linear

Volterra equation, which can be numerically solved by using a number of methods

available in the literature, see [119]. Noticing that the right-hand side of (8.140) con-

tains only known terms, we can use (8.140) to calculate O�.t/ instead of (8.136). We

summarize this section as follows: The observer (8.82) is replaced by the adaptive

observer consisting of (8.132) and (8.140) for the case where the nonlinear damping

coefficients are not known accurately.

Control Design Modifications

The modified observer, see (8.132) and (8.140), guarantees that limt!10
QX.t/D 0.

The control design is the same as in Section 8.2.4 but the nonlinear damping coef-

ficients dni ; i D 1;2;3 are replaced by their estimates Odni ; i D 1;2;3. The result

with the modified observer and controller as discussed above is almost the same

as the one stated in Theorem 8.3. The only difference is that in the case where the

nonlinear damping coefficients are known accurately, the observer error QX.t/ glob-

ally exponentially converges to zero but only globally asymptotically converges to

zero in the case where the nonlinear damping coefficients are not known accurately

due to the adaptation. Proof of the result under the modified observer and controller

follows the same lines as that of Theorem 8.3, and is therefore excluded here.

8.2.6.3 Dealing with Actuator Saturation

In Section 8.2.4, the controller was designed without imposing any limitations on the

magnitude and rate of the ship actuators. Actuator saturation restricts the reference

path, deteriorates the overall path-tracking performance, and can even destabilize

the closed loop system. These problems are difficult to deal with but it is important

that they are taken care of. In many cases, global stabilization and/or tracking results

cannot be achieved when actuators are subject to saturation. For example, consider

the scalar system Px D x2Cu with x the state and u the control. For this system, no

bounded control u can globally exponentially/asymptotically stabilize the system

at the origin. In fact, any bounded control u can result in a finite escape time. On

the other hand, only restrictive tracking can be achieved for many systems such

as a simple system consisting of an integrator chain, see [120]. In this section, we

will discuss how to use the controller proposed in Section 8.2.4 when the actuator

saturation presents. We will focus on the magnitude saturation. A discussion on the

rate saturation can be carried out similarly. The idea is to set j�uj � �max
u and j�r j �

�max
r where �max

u and �max
r are the maximum values that the actuators can supply,

then to find restrictions on the reference path, control gains, and initial conditions

such that j�uj � �max
u and j�r j � �max

r hold. From the control design in Subsection

8.2.4, we calculate the upper bounds of ˛u, ˛ e , and ˛r as
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N̨u D k1C N�xe C
q

Nu2
d0

C N�2xe; N̨ e D arctan

 

k2C N�ye C Nvd
q

Nu2
d0

C N�2xe

!

; (8.141)

N̨r D b�1
1 .k3C N� N e C Nrd Cu�1

d0..k2C1/. Nvd C Nud /C
N̨uC Nud C NPvd C NP�ye/Cu�2

d0.
NPud0 Nud0C NP�xe N�xe//;

where

Nud D
q

Nu2
d0

C N�2xe C .k2C N�ye C Nvd /2;

Nvd D max

 
s

B3

B1
;

s

B2m22

dn2

!

;

NPvd D
.m11 N̨uC Nd23/ N̨r Cd22 Nvd Cdn2 Nv2

d
Ck2u

�1
d0

m22
;

Nrd D
jx0

d
.s/y

00

d
.s/�x00

d
.s/y

0

d
.s/j

q

.x
02
d
.s/Cy

02
d
.s//3

Nud ;

B1 D d22

m22
�2B0;

B2 D m11.k1C Nud0/Cjd23j
b1m22

 

k3C N� N e C k2.2Ck1Ck2/C NP�ye
ud0

C

Nud0NPud0C N�xeNP�xe
u2
d0

!

C k2

ud0
;

B3 D 1

2
B0. Nu2d0C N�2xe C3k22 C3 N�2ye/;

B0 D m11.k1C Nud0/C Nd23
b1m22

ˇ

ˇ

ˇ
x

0

d
.s/y

00

d
.s/�x00

d
.s/y

0

d
.s/
ˇ

ˇ

ˇ

q

.x
02
d
.s/Cy

02
d
.s//3

; (8.142)

and the notations N� and � denote the upper and lower bounds of j � j, respectively.

By substituting Ou D ue C ˛u; Ov D ve C vd , and Or D re C˛r into (8.112), we can

calculate the upper bounds of �u and �r as

j�uj � #1u
2
e C#2v

2
e C#3r

2
e C#0;

j�r j � �1u
2
e C�2v

2
e C�3r

2
e C�0; (8.143)

where

#1 D 0:5.m11.k1C c1/Cdn1/;

#2 D m22C0:5k2Cm11m
�1
22 ;
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#3 D m22C0:5.k1Ck2Cm11m
�1
22 /;

#0 D 0:5c1m11Cm22.0:5. N̨2r C Nv2d C Nvd N̨r /Cd11 N̨uC1:5dn1 N̨2uCm11�
..k1Ck2/.1C Nud C N̨r /C2NP�xe C NPud0Ck2u

�1
d0 C0:5m11m

�1
22 N̨2r /;

�1 D jm11�m22jCb�1
1 u

�1
d0.k1Ck2/. Nud C Nvd /Cm11m

�1
22 ;

�2 D 0:5 Nd32Cjm11�m22jCb�1
1 u

�1
d0m33.k1Ck2/. Nud C Nvd /C

m11m33m
�1
22 C0:5m33m

�1
22

Nd23;
�3 D 0:5c2m33C0:5dn3C2�1

1 u
�1
d0m33.k1Ck2/. Nud C Nvd /C0:5b�1

1 k3;

�0 D 0:5c2m33C1:5dn3 N̨2r C0:5 Nd32C Nd23 Nvd Cjm11�m22j.0:5 Nv2d C
0:5 N̨2uC N̨u Nvd /Cm33.b

�1
1 u

�1
d0.k1Ck2/. Nud C Nvd /.2C N̨uC2 Nud C

2 N̨r C Nvd /Cb�1
1 max.j.x0

d .s/y
00

d .s/�x
000

d .s/y
0

d .s//.x
02
d .s/Cy

02
d .s//�

2.x
0

d .s/y
00

d .s/�x
00

d .s/y
0

d .s//.x
0

d .s/x
00

d .s/�y
0

d .s/y
00

d .s///j�
.x

02
d .s/Cy

02
d .s//

�2/C Nud C�1
1 k3. Nrd C0:5C N̨r /Cb�1

1 .u
�1
d0.

NP�2xe C
NP�ye/C NP� N e C NPu2d0C NPvd /C0:5m11m

�1
22 N̨2uC 0:5m�1

22
Nd23/: (8.144)

On the other hand, integrating both sides of the second inequality of (8.122) results

in

u2e.t/Cv2e .t/C r2e .t/� ˚.t0/; 8t � t0 � 0; (8.145)

where

˚.t0/D 2
�

q

1C N 2e .t0/�1C0:5.u2e.t0/Cv2e .t0/C r2e .t0//C
1

2

3�

2
N e.t0/C ı�1

1 A4k QX.t0/kC ı�1
1 A5k QX.t0/k2

�

; (8.146)

with A4; A5 and ı1 given in (8.123). Now using (8.143) and (8.145), and setting

j�uj � �Max
u and j�r j � �Max

r , we deduce that

˚.t0/� min

�

�max
u �#0

max.#1;#2;#3/
;

�max
r ��0

max.�1;�2;�3/

�

; (8.147)

which implies that under the actuator magnitude saturation, restrictions must be

placed on the type of reference paths (both desired velocity of the vessel on the

path and the path curvature cannot be arbitrarily large), control gains, and initial

conditions such that (8.147) holds, i.e., the proposed controller under the actuator

magnitude saturation is not only local but also restricts the commanded paths.

8.2.7 Experimental Results

This section describes the experimental set-up and tested results performed on a

model ship in the Swan River, Western Australia. The model ship has a length of
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Figure 8.7 Equipment for experimental tests

1.2 m and a mass of 17.5 kg. The model ship is equipped with one differential global

positioning system (DGPS) SF-2050G from NavCom, which can provide an accu-

racy of 25 cm, to obtain longitude, latitude and altitude, one compass TCM2-50

from PNI to measure yaw angle, two direct current motors Torpedo 850 with two

remote speed controllers driving two propellers to provide surge force and yaw mo-

ment, three batteries to supply power for motors, DGPS and wireless communica-

tion equipment, and two sets of wireless transceivers to transmit and receive signals

between the model ship and the host computer, see Figure 8.7. The parameters of

the ship model are calculated by VERES:

m11 D 25:8; m22 D 33:8; m33 D 2:76; m23 Dm32 D 6:2;

D11 D 12C2:5juj; D22 D 17C4:5jvj; D33 D 0:5C0:1jr j;
D23 D 0:2; D32 D 0:5:

The global coordinates (longitude, latitude, altitude) are transformed to the “river

coordinates” based on a three-point algorithm as follows, see Figure 8.8:

1. The DGPS is first used to measure the global coordinates of two fixed points

M1.h1; l1;�1/ and M2.h2; l2;�2/ with hi ; li ;�i ; i D 1;2; being the altitude,

longitude and latitude of the point Mi .hi ; li ;�i /. These points are chosen along

the river bank.

2. We calculate the distance, M1M2 between these two fixed points by the follow-

ing formula, see [11]:
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M1M2 D
p

.xe1�xe2/2C .ye1�ye2/2C .ze1�ze2/2; (8.148)

where

xei D .Ni Chi /cos.�i /cos.li /;

yei D .Ni Chi /cos.�i /sin.li /;

zei D
�

r2p

r2e
Ni Chi

�

sin.�i /;

Ni D r2e
q

r2e cos2.�i /C r2p sin2.�i /
; i D 1;2;

rp D 6356752;

re D 6378137: (8.149)

In the experimental set-up, we adjusted the fixed points M1.h1; l1;�1/ and

M2.h2; l2;�2/ such that M1M2=100 m.

3. The river coordinate system, OEXEYE , is formed such that the OEXE -axis

coincides with the line connecting between M1.h1; l1;�1/ and M2.h2; l2;�2/,

and that the origin O coincides withM1.h1; l1;�1/. The OY axis is perpendicular

to the OX axis.

4. From this coordinate system, the position coordinates .x;y/ of the point, say

Mj .hj ; lj ;�j /, of interest on the model ship are obtained by calculating the

distances, MjM1 and MjM2, from this point to the points M1.h1; l1;�1/ and

M2.h2; l2;�2/.

( , , )i i i iA h l

EY

y

EXx
EO

1 1 1 1( , , )A h l 2 2 2 2( , , )A h l

Work station

Wireless

communication

Model ship

River bank

Swan river

Figure 8.8 Experimental set-up

The position coordinates .x;y/ and the yaw angle are sent to the host computer

by the transceivers. The control signal is calculated in the host computer and is sent
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back to the remote speed controllers by a Futabar transmitter connecting to the host

computer via a data acquisition card. A program is written in LabWindowsTM/CVI,

a product of National InstrumentsTM, to implement the control algorithm developed

in this chapter. The reference path ˝ is chosen as follows: For the first 90 seconds,

xd D s; yd D 60, and xd D 20sin.0:1s/C 60; yd D 20cos.0:1s/C 40 for the re-

mainder of testing time. This choice implies that the reference path is a straight line

for the first 90 seconds and is a circle centered at (60 m, 40 m) with a radius of 20m.

The desired forward speed is chosen as ud0 D 0:5.m/s/. Based on conditions spec-

ified in Theorem 8.3, the design constants and initial conditions of the observer and

filters are chosen as c1 D c2 D 4, k1 D k2 D k3 D 1:5, 
i D 0:1, �i D 0:1, i D 1;2;3,

vd .0/D 0, �xe.0/D 0, �ye.0/D 0, � N e.0/D 0, OX.0/D .0;0;0/T , N�xe D N�ye D 10,

and N� N e D 6:5:

Figure 8.9 A screen shot of the user interface with integral actions

The initial conditions of the model ship are x D 2, y D 40,  D 0:5, and

uD v D r D 0. Experimental results are given in Figures 8.9 and 8.10. Figure 8.9

is a screen shot of the user interface of the developed program. The user interface

displays general information of the ship model such as global coordinates, forward

speed, and heading angle. The history of the ship position and the reference path

are also displayed in the user interface panel. Figure 8.10 plots the position and

orientation tracking errors. It can be seen that these errors are actually not zero as

proved in Theorem 8.3. These nonzero errors are due to inaccuracy of the DGPS

and compass. A close look at this figure shows that the position and orientation

errors are in the range of the DGPS and compass accuracy. To illustrate the role
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Figure 8.10 Position and orientation errors with integral actions

of integral actions, we also tested the control algorithm without integral actions by

setting �xe D �ye D � N e D 0. The tested results without integral actions are given

in Figures 8.11 and 8.12. It can be seen that the integral actions play an impor-

tant role in experimental tests. Poor performance in the test without integral actions

can be understood as follows: The disturbances result in velocities, for which the

controller does not compensate since the integral actions are switched off. The ve-

locities induced by disturbances result in poor performance and even destroy the

stability of the path-tracking error dynamics when these disturbing velocities are

large enough (larger than min.ki /; i D 1;2;3 in magnitude). Theoretically, we can

see this phenomenon by looking at the fourth, fifth, and sixth equations of the closed

loop system (8.113):



210 8 Path-tracking Control of Underactuated Ships

Pxe D �k1
xe

�
��xe Cue �ud ..cos. N e/�1/cos.˛ e

/�

sin. N e/sin.˛ e
//C . OrC Qr/ye C QuCu�E ;

Pye D �k2
ye

�
��ye Cve Cud .sin. N e/cos.˛ e

/C

.cos. N e/�1/sin.˛ e
//� . OrC Qr/xe C QvCv�E ;

PN e D �k3
N e

q

1C N 2e
�� N e Cb1.re C Qr/� k2�ud0

xeye

u2
d
�3

.ue C Qu/C

k2�ud0
.1Cx2e /

u2
d
�3

.ve C Qv/C r�E ; (8.150)

where u�E , v�E , and r�E are velocities induced by the disturbances �E . From

(8.150), we can see that when u�E , v�E and r�E are larger than k1, k2 and k3,

respectively, in magnitude, the xe-, ye-, and N e-dynamics will be unstable, respec-

tively. It is noted that �xe , �ye , and � N e do not compensate for u�E , v�E , and r�E
since they are switched off. The constants k1 and k2 cannot be arbitrarily large since

they have to satisfy conditions (8.103) and (8.111).

Figure 8.11 A screen shot of the user interface without integral actions
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Figure 8.12 Position and orientation errors without integral actions

8.3 Conclusions

This chapter provides global path-tracking controllers for underactuated ships. Both

state feedback and output feedback cases have been considered. Of particular note

is the use of a “nontraditional” adaptive observer and a simple modification of the

proposed controller to deal with inaccuracies of the nonlinear damping coefficients.

Moreover, the proposed controllers in this chapter are much simpler than those in

the preceding chapters. The simplicity of the proposed controllers in this chapter

makes them more suitable for use in practice than those proposed in the previous

chapters. The work presented in this chapter is based on [121–125].



Chapter 9

Way-point Tracking Control of Underactuated
Ships

This chapter presents state feedback and output feedback controllers that force un-

deractuated ships to globally ultimately track a straight line under environmental

disturbances induced by waves, wind, and ocean currents. When there are no en-

vironmental disturbances, the controllers are able to drive the heading angle and

cross-tracking error to zero asymptotically. Based on the backstepping technique

and several technical lemmas introduced for a nonlinear system with nonvanishing

disturbances, a full state feedback controller is first designed. An output feedback

controller is then developed by using a nonlinear observer, which globally exponen-

tially estimates the unmeasured sway and yaw velocities from the measured sway

displacement and the measured yaw angle.

9.1 Control Objective

In addition to the assumptions made in Section 3.4.1.1, we assume that the surge

velocity is controlled by the main propulsion control system. As such, the resulting

mathematical model of the underactuated ship moving in sway and yaw is rewritten

as

Py D usin. /C cos. /v;

P D r;

Pv D �m11u
m22

r � d22

m22
v�

X

i�2

dvi

m22
jvji�1 vC 1

m22
�wv.t/; (9.1)

Pr D .m11�m22/u
m33

v� d33

m33
r �

X

i�2

dri

m33
jr ji�1 rC 1

m33
�r C 1

m33
�wr .t/;

where y, v, , r , and u are sway displacement, sway velocity, yaw angle, yaw veloc-

ity, and forward speed controlled by the main thruster control system, respectively.

Without loss of generality, we assume that the forward speed u is positive and if

213
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time-varying, has a bounded derivative Pu.t/, i.e., 0 < umin � u.t/ � umax <1 and

j Pu.t/j � M < 1; 8t � 0. The positive constant terms mjj ; 1 � j � 3 denote the

ship’s inertia including added mass. The positive constant terms d22; d33; dvi and

dri ; i � 2 represent the hydrodynamic damping in sway and yaw. The bounded

time-varying terms, �wv.t/ and �wr .t/, are the environmental disturbance moments

induced by wave, wind, and ocean current with an assumption that j�wv.t/j �
�wvmax < 1 and j�wr .t/j � �wrmax < 1. In this chapter, we study two control

objectives. The first is full state feedback. In this case, we assume that all states

y; v;  , and r are available for feedback. In the design of an output feedback con-

troller, only sway and yaw displacements are measurable. For both full state and

output feedback cases, we design a control law, �r , that forces the ship to track a lin-

ear course with ultimate boundedness, i.e. the tracking errors are globally ultimately

bounded. When there are no environmental disturbances, the sway displacement and

velocity, y and v, yaw angle and velocity,  and r , asymptotically converge to zero.

9.2 Full-state Feedback

9.2.1 Control Design

We define the following coordinate transformation

z1 D  C arcsin

 

ky
p

1C .ky/2

!

; (9.2)

where k is a positive constant to be selected later. Note that the convergence of z1
and y to zero implies that of  . Upon application of the coordinate transformation

(9.2), the ship dynamics (9.1) are rewritten as

Py D � kuy
p

1C .ky/2
C v
p

1C .ky/2
C u.sin.z1/� .cos.z1/�1/ky/

p

1C .ky/2
C

v ..cos.z1/�1/Cky sin.z1//
p

1C .ky/2
;

Pv D �m11u
m22

r � d22

m22
v�

X

i�2

dvi

m22
jvji�1 vC 1

m22
�wv.t/;

Pz1 D r � k2uy

.1C .ky/2/
3=2

C kv

.1C .ky/2/
3=2

C ku.sin.z1/� .cos.z1/�1/ky/
.1C .ky/2/

3=2
C

kv ..cos.z1/�1/Cky sin.z1//

.1C .ky/2/
3=2

;

Pr D .m11�m22/u
m33

v� d33

m33
r �

X

i�2

dri

m33
jr ji�1 rC 1

m33
�r C 1

m33
�wr .t/: (9.3)
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Therefore the problem of stabilizing (9.1) at the origin becomes that of stabilizing

(9.3) at the origin. The structure of the model (9.3) suggests that we design the

control �r in two stages by applying the popular backstepping technique. At the first

step, we design an intermediate control rd for r and at the second step the actual

control �r will be designed to eliminate the error between rd and r:

Step 1

Define

z2 D r � rd ; (9.4)

where rd is an intermediate control designed as

rd D �k1z1C k2uy

.1C .ky/2/
3=2

� kv

.1C .ky/2/
3=2

�

ku.sin.z1/� .cos.z1/�1/ky/
.1C .ky/2/

3=2
� kv ..cos.z1/�1/Cky sin.z1//

.1C .ky/2/
3=2

; (9.5)

where k1 is a positive constant to be selected later.

Step 2

With (9.5), the time derivative of (9.4) along the solutions of the last equation of

(9.3) is

Pz2 D .m11�m22/u
m33

v� d33

m33
r �

X

i�2

dri

m33
jr ji�1 rC 1

m33
�r C 1

m33
�wr .t/�

@rd

@u
Pu� @rd

@z1
.�k1z1Cz2/�

@rd

@y

�

� kuy
p

1C .ky/2
C v
p

1C .ky/2
C

u.sin.z1/� .cos.z1/�1/ky/
p

1C .ky/2
C v ..cos.z1/�1/Cky sin.z1//

p

1C .ky/2

�

�

@rd

@v

0

@�m11u
m22

r � d22

m22
v�

X

i�2

dvi

m22
jvji�1 vC 1

m22
�wv.t/

1

A ; (9.6)

where

@rd

@u
D k2y

.1C .ky/2/
3=2

� k

.1C .ky/2/
3=2

.sin.z1/� .cos.z1/�1/ky/ ;

@rd

@z1
D �k1� ku.cos.z1/Cky sin.z1//

.1C .ky/2/
3=2

� kv .�sin.z1/Cky cos.z1//

.1C .ky/2/
3=2

;
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@rd

@y
D �3k3y .kuy�u.sin.z1/�y.cos.z1/�1///

.1C .ky/2/
5=2

�

v ..cos.z1/�1/Cy sin.z1//

.1C .ky/2/
5=2

C k2 .ucos.z1/�v sin.z1//

.1C .ky/2/
3=2

;

@rd

@v
D � k

.1C .ky/2/
3=2

.cos.z1/C sin.z1/ky/ : (9.7)

We now choose the actual control without canceling the useful damping terms as

�r Dm33

�

�z1�k2z2� .m11�m22/u
m33

vC d33

m33
rd C

X

i�2

dri

m33
jr ji�1 rdC

@rd

@u
PuC @rd

@z1
.�k1z1Cz2/C

@rd

@y

�

� kuy
p

1C .ky/2
C v
p

1C .ky/2
C

u.sin.z1/� .cos.z1/�1/ky/
p

1C .ky/2
C v ..cos.z1/�1/Cky sin.z1//

p

1C .ky/2

�

C

@rd

@v

�

�m11u
m22

r � d22

m22
v�

X

i�2

dvi

m22
jvji�1 v

�

� (9.8)

1

m33
�wrmax tanh

�

z2

�1

�

� 1

m22
�wvmax

@rd

@v
tanh

�

@rd

@v

z2

�2

��

;

where k2, �1, and �2 are positive constants to be chosen later. Substituting (9.4),

(9.5), and (9.8) into (9.3) results in the following closed loop system:

Py D � kuy
p

1C .ky/2
C v
p

1C .ky/2
C u.sin.z1/� .cos.z1/�1/ky/

p

1C .ky/2
C

v
p

1C .ky/2
..cos.z1/�1/Cky sin.z1// ;

Pv D � d22

m22
v�

X

i�2

dvi

m22
jvji�1 v� m11u

m22

k2uy�kv
.1C .ky/2/

3=2
�

m11u

m22

�

�k1z1Cz2� ku

.1C .ky/2/
3=2

.sin.z1/� .cos.z1/�1/ky/�

kv

.1C .ky/2/
3=2

..cos.z1/�1/Cky sin.z1//
�

C 1

m22
�wv.t/;

Pz1 D �k1z1Cz2;

Pz2 D �z1�k2z2� d33

m33
z2�

X

i�2

dri

m33
jr ji�1 z2C 1

m33
.�wr .t/��wrmax�

tanh

�

z2

�1

��

C 1

m22

�

�@rd
@v
�wv.t/�

@rd

@v
�wvmax tanh

�

@rd

@v

z2

�2

��

: (9.9)
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9.2.2 Stability Analysis

The following two lemmas will be used extensively in stability analysis.

Lemma 9.1. Consider the following nonlinear system:

Px D f .t;x/Cg.t;x;�.t//; (9.10)

where x 2 R
n; �.t/ 2 R

m, f .t;x/ is piecewise continuous in t and locally Lipschitz

in x. If there exist positive constants ci ; 1� i � 4, �j ; 1� j � 2, �0, "0, �0, c0, and

a class-K function ˛0 such that the following conditions are satisfied:

C1. There exists a proper function V.t;x/ satisfying:

c1 kxk2 � V.t;x/� c2 kxk2 ;












@V

@x
.t;x/













� c3 kxk ;

@V

@t
C @V

@x
f .t;x/� �c4 kxk2C c0:

C2. The vector function g.t;x;�.t// satisfies:

kg.t;x;�.t//k � .�1C�2 kxk/k�.t/k :

C3. �.t/ globally exponentially converges to a ball centered at the origin:

k�.t/k � ˛0 .k�.t0/k/e��0.t�t0/C "0 ; 8t � t0 � 0:

C4. The following gain condition is satisfied:

c4��2c3"0� �1c3"0

4�0
> 0:

Then the solution x.t/ of (9.10) globally exponentially converges to a ball centered

at the origin, i.e.,

kx.t/k � ˛ .k.x.t0/;�.t0//k/e��.t�t0/C "; 8t � t0 � 0; (9.11)

where "D
p

a4=c1a1 and

if a1 D �0 then

˛.s/D

v

u

u

te
a2.s/

�0

c1

�

c2s2C
�

a3.s/Ca�1
1 a2.s/a4

�

�
�

� D 0:5.a1�d/I
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if a1 ¤ �0 then

˛.s/D

v

u

u

te
a2.s/

�0

c1

�

c2s2C a1a3.s/Ca2.s/a4

a1 ja1��0j

�

� D 0:5min.a1; ja1��0j/ I

with

a1 D 1

c2

�

c4��2c3"0� �1c3"0

4�0

�

;

a2.s/D c3

c1
.�1C�2/˛0 .s/ ;

a3.s/D �1c3

4
˛0 .s/ ;

a4 D c0C�1c3"0�0;

0 < d < a1; � � .t � t0/e�d.t�t0/; 8t � t0 � 0;s � 0:

When c0 D 0 and "0 D 0, we have " D 0 and the system (9.10) is globally K-

exponentially stable. Note that a finite value of the constant � exists for an arbitrar-

ily small positive d .

Proof. From conditions C1, C2, and C3, we have

PV D @V

@t
C @V

@x
f .t;x/C @V

@x
g.t;x;�.t//

� �.c4��2c3"0��1c3"0=4�0/kxk2C
c3 kxk.�1C�2 kxk/˛0 .k�.t0/k/e��0.t�t0/C
�1c3"0�0C c0: (9.12)

Upon application of the completing square, (9.12) can be rewritten as

PV � �
�

a1�a2e��0.t�t0/
�

V Ca3e
��0.t�t0/Ca4: (9.13)

Solving the above differential inequality results in

V.t/� V.t0/e
a2
�0 e�a1.t�t0/C

�

a3C a2a4

a1

�

e
a2
�0 e�a1tC�0t0

t
Z

t0

e.a1��0/�d�C a4

a1
;

(9.14)

which yields (9.11) readily. �

Lemma 9.2. Consider the following nonlinear system:

Px D f .t;x/Cg.t;x;�.t//; (9.15)
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where x1 2 R
n1 , x2 2 R

n2 , x D Œx1 x2�
T 2 R

n1Cn2 , �.t/ 2 R
m, f .t;x/ is piecewise

continuous in t and locally Lipschitz in x. If there exist positive constants c0, c1, c2,

c31, c32, �i , 0� i � 2, �0, "0, c0, and a class-K function ˛0 such that the following

conditions are satisfied.

C1. There exists a proper function V.t;x/ such that:

c1 kxk2 � V.t;x/� c2 kxk2 ;
@V

@t
C @V

@x
f .t;x/� �c31 kx1k2� c32 kx2k2

q

1C c4 kx2k2
C c0;













@V

@x
g.t;x;�.t//













�

0

B

@
�0C�1 kx1k2C �2 kx2k2

q

1C c4 kx2k2

1

C

A
k�.t/k :

C2. �.t/ globally exponentially converges to a ball centered at the origin:

k�.t/k � ˛0 .k�.t0/k/e��0.t�t0/C "0 ; 8t � t0 � 0:

C3. The following gain conditions are satisfied:

c31��1"0 > 0 and c32��2"0 > 0:

C4. x2.t/ is bounded:

kx2.t/k �$;

where$ is a nondecreasing function of k.x.t0/;�.t0//k,

then the solution x.t/ of (9.15) globally asymptotically converges to a ball centered

at the origin, i.e.,

kx.t/k � ˛ .k.x.t0/;�.t0//k/e��.k.x.t0/;�.t0//k/.t�t0/C ".s/; 8t � t0 � 0; (9.16)

where ".s/D
q

a4

c1a1.s/
and

if a1.s/D �0 then

˛.s/D
q

c�1
1 ea2.s/=�0

�

c2s2C
�

a3.s/Ca�1
1 .s/a2.s/a4

�

�
�

�.s/D 0:5.a1.s/�d/I

if a1.s/¤ �0 then

˛.s/D
s

c�1
1 ea2.s/=�0

�

c2s2C a1.s/a3.s/Ca2.s/a4

a1.s/ ja1.s/��0j

�

�.s/D 0:5min.a1.s/; ja1.s/��0j/ I
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with

a1.s/D 1

c2
min

 

c31��1"0;
c32��2"0

p

1C c4$2.s/

!

;

a2.s/D 1

c1
max.�1;�2/˛0 .s/ ;

a3.s/D �0˛0 .s/ ;

a4 D c0C�0"0;

0 < d < a1.s/; � � .t � t0/e�d.t�t0/; 8t � t0 � 0; s � 0:

When c0 D 0 and "0 D 0, we have "D 0 and the system (9.15) is GAS. Note that a

finite value of the constant � exists for an arbitrarily small positive d .

Proof. The proof of this lemma is similar to that of Lemma 9.1. �

Remark 9.1. It is important to note that the rate � > 0 in (9.16) and a1 depend on the

initial conditions. In addition, around the origin, both � and a1 are bounded below

from zero.

We first need to show that the closed loop system (9.9) is forward complete. It is

straightforward to show that the derivative of the function V0 D z21 C z22 Cv2Cy2

along the solutions of the closed loop system (9.9) satisfies PV0 � a0V0Cb0 where

a0 and b0 are nonnegative constants. The inequality PV0 � a0V0Cb0 implies that the

closed loop system (9.9) is forward complete. We now apply Lemmas 9.1 and 9.2

to analyze the closed loop system (9.9). We view .z1;z2/ as �.t/, v as x in Lemma

9.1, and .v;y/ as x in Lemma 9.2. Hence it is necessary to verify all the conditions

of Lemmas 9.1 and 9.2.

.z1;z2/-subsystem

We take the following quadratic function:

V1 D 1

2
.z21 Cz22/; (9.17)

whose time derivative along the solutions of the last two equations of (9.9) satisfies

PV1 D �k1z21 �k2z22 � d33

m33
z22 �

X

i�2

dri

m33
jr ji�1 z22 C z2

m33
.�wr .t/��wrmax�

tanh

�

z2

�1

��

C z2

m22

�

�@rd
@v
�wv.t/�

@rd

@v
�wvmax tanh

�

@rd

@v

z2

�2

��
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� �k1z21 �k2z22 C �wrmax

m33
�

�

jz2j�z2 tanh

�

z2

�1

��

C �wvmax

m22

�
ˇ

ˇ

ˇ

ˇ

@rd

@v
z2

ˇ

ˇ

ˇ

ˇ

� @rd

@v
z2 tanh

�

@rd

@v

z2

�2

��

� �k1z21 �k2z22 C0:2785

�

1

m33
�wrmax�1C 1

m22
�wvmax�2

�

; (9.18)

where we have used jxj�x tanh.x=�/� 0:2785�; 8x 2 R and � > 0. From (9.17)

and (9.18), it can be shown that

kz.t/k � kz.t0/ke��0.t�t0/C "08t � t0 � 0 ; (9.19)

where z D Œz1 z2�
T and

�0 D min.k1;k2/;

"0 D
s

0:2785.�wrmax�1=m33C �wvmax�2=m22/

�0
: (9.20)

Therefore the .z1;z2/-subsystem is globally ultimately stable at the origin. Further-

more, (9.19) implies that �.t/ WD .z1;z2/
T globally exponentially converges to a

ball centered at the origin. The radius of this ball can be made arbitrarily small by

increasing k1 and k2 and/or reducing �1 and �2.

Boundedness of v

To prove that v is bounded, we consider the second equation of (9.9). In order to

apply Lemma 9.1, define x D v; �.t/ D Œz1z2�
T and consider y as a function of

time t ,

f .�/D � d22

m22
v�

X

i�2

dvi

m22
jvji�1 v�

m11u

m22

 

k2uy

.1C .ky/2/
3=2

� kv

.1C .ky/2/
3=2

!

C 1

m22
�wv.t/;

g.�/D �m11u
m22

.�k1z1Cz2� (9.21)

k .u.sin.z1/� .cos.z1/�1/ky/Cv ..cos.z1/�1/Cky sin.z1///

.1C .ky/2/
3=2

!

:

This abuse of notation is introduced for simplicity and is possible because:

0� 1

.1C .ky/2/
3=2

� 1; 0�
ˇ

ˇ

ˇ

ˇ

ky

.1C .ky/2/
3=2

ˇ

ˇ

ˇ

ˇ

< 1; 8 y 2 R;
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and we have shown that the closed loop system is forward complete. We now verify

all of the conditions of Lemma 9.1.

Verifying Condition C1. We take the function V2 D 0:5v2 whose time derivative

along the solutions of the differential equation Pv D f .t;v/, see (9.21), satisfies

PV2 D � d22

m22
v2�

X

i�2

dvi

m22
jvji�1 v2� m11uv

m22

k2uy�kv
.1C .ky/2/

3=2
C v

m22
�wv.t/

� �
�

d22

m22
� m11kumax

m22
� m11ku

2
max�1

m22
� �1

m22

�

v2C m11ku
2
max C �2wvmax

4�1m22
:

(9.22)

Hence, the condition C1 is satisfied with

c0 D 1

4�1m22

�

m11ku
2
max C �2wvmax

�

; c1 D c2 D 0:5; c3 D 1;

c4 D d22

m22
� m11ku

2
max

m22
�1� m11kumax

m22
� �1

m22
; (9.23)

where �1 > 0 and k > 0 are chosen such that c4 > 0.

Verifying Condition C2. It is directly shown from (9.21) that

jg.t;v;z.t//j � .�1C�2 jvj/kz.t/k ; (9.24)

where

�1 D m11umax

m22
.1Ck1C2kumax/; �2 D 2km11umax

m22
: (9.25)

Verifying Condition C3. This condition follows directly from (9.19).

Verifying Condition C4. It can be shown from (9.20), (9.23), and (9.25) that we

can find positive constant k such that the condition C4 is satisfied, i.e.,

c4��2c3"0� �1c3"0

4�0
> 0: (9.26)

All of the conditions of Lemma 9.1 have been verified, hence the sway velocity is

bounded and satisfies

jv.t/j � ˛1 .k.v.t0/;z.t0//k/e�1.t�t0/C "1; (9.27)

where "1, �1, and ˛1 are calculated as in Lemma 9.1, and the constants ci , 1� i � 4,

�j , 1� j � 2, �0, "0, �0, and c0 are given in (9.20), (9.23), and (9.26).
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.v;y/-subsystem

In this section, we will apply Lemma 9.2 to prove global ultimate boundedness of

the .v;y/-subsystem. It can be seen that the first two equations of (9.9) are in the

form of the system in Lemma 9.2 with x1 D v, x2 D y, �.t/D z.t/, and

f .�/D

2

6

6

6

6

4

� d22

m22
v�

P

i�2

dvi

m22
jvji�1 v� m11u

m22

k2uy�kv
.1C .ky/2/

3=2
C 1

m22
�wv.t/

� kuy
p

1C .ky/2
C v
p

1C .ky/2

3

7

7

7

7

5

;

g.�/D

2

6

6

6

6

4

m11u

m22

 

k
sin.z1/.uCkvy/C .cos.z1/�1/.v�kuy/

.1C .ky/2/
3=2

Ck1z1�z2

!

u.sin.z1/� .cos.z1/�1/ky/
p

1C .ky/2
C v ..cos.z1/�1/C sin.z1/ky/

p

1C .ky/2

3

7

7

7

7

5

:

(9.28)

We now need to verify all of the conditions of Lemma 9.2.

Verifying Condition C1. To verify this condition, we take the function V3 D
0:5.v2Cy2/. It can be directly shown that this function satisfies condition C1 with

jv.t/j � ˛1 .k.v.t0/;z.t0//k/e��1.t�t0/C "1 and

c0 D �2wvmax

4�3m22
; c1 D c2 D 0:5;

c31 D d22

m22
� m11kumax

m22
��2� m11k

2u2max

m22
�2� �3

m22
;

c32 D kumin � 1

4�2

�

1C m11k
2u2max

m22

�

;

�0 D m11umax

4�4m22
.1Ck1C2kumax/C

umax

4�4
; (9.29)

�1 D m11umax

m22
.2kumax Ck1C1/�4C 2km11umax

m22
C�4;

�2 D 1

4�4
Cumax�4Ckumax Ck.˛1C "1/;

where k > 0 and �2 > 0 are chosen such that c31 > 0 and c32 > 0.

Verifying Condition C2. This condition follows directly from (9.19).

Verifying Condition C3. It can be shown that there exists a positive constant k such

that the condition C3 satisfies, i.e.,
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c31��1"0 > 0; c32��2"0 > 0: (9.30)

Verifying Condition C4. From the boundedness of the sway velocity v.t/ proven

in the previous subsection and noting that "0 in (9.19) can be made arbitrarily small,

it is shown that there exists a nondecreasing function $ of k..v.t0/;y.t0//;z.t0//k
such that jy.t/j �$ by applying Lemma 9.1 to the first equation of (9.9) with the

Lyapunov function Vy D 0:5y2.

All of the conditions of Lemma 9.2 have been verified. Therefore we have

k.v.t/;y.t//k � ˛2 .k..v.t0/;y.t0//;z.t0//k/e��2.t�t0/C"2; 8t � t0 � 0; (9.31)

where "2, �2, and ˛2 are calculated as in Lemma 9.2, and all other constants given

in (9.29). It can be seen that when there are no environmental disturbances, since

"2 D 0, .v.t/;y.t// globally asymptotically converges to zero. We have thus proven

the first main result of this chapter.

Theorem 9.1. The full-state feedback control problem stated in Section 9.1 is solved

by the control law (9.8) as long as the design constants k, k1, and k2 are chosen

such that (9.26) and (9.30) hold.

9.3 Output Feedback

This section is devoted to the development of an output feedback controller to fulfill

the output feedback control objective. A nonlinear observer is first designed so that

it globally exponentially drives the observer error dynamics to a ball centered at the

origin. When there are no environmental disturbances, the observer error dynam-

ics are GES at the origin. A controller is then designed based on the approach in

the preceding section and the proposed observer. Before designing an observer and

output feedback controller, we impose the following assumption, see [12].

Assumption 9.1. For the ship model (9.1), the matrix

K2 D

2

6

6

6

4

� d22

m22
�m11u
m22

.m11�m22/u
m33

� d33

m33

3

7

7

7

5

(9.32)

is Hurwitz.

The above assumption implies that the ship (when the nonlinear damping terms
P

i�2

dvi

m33
jvji�1 v and

P

i�2

dri

m33
jr ji�1 r are ignored) is dynamic stable in straight-line

motion. Straight-line stability physically implies that a new path of the ship will

be a straight line after an action in yaw. The direction of the new path will usually

be different from that of the initial path, as mentioned in [12]. On the other hand,
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unstable ships will go into a starboard or port turn without any rudder deflection.

We impose Assumption 9.1 to make our observer design possible. Note that this

assumption does not hold for several types of surface ships such as large tankers

and high-speed crafts with sufficiently small ratios d22=m22 and d33=m33, and the

added mass in the sway axis sufficiently larger than the added mass in the surge

axis. Consequently, for these ships the real part of at least one of the eigenvalues of

the matrix K2 is positive.

9.3.1 Observer Design

The ship dynamics (9.1) represent some difficulties for output feedback control de-

sign. These difficulties are mainly due to the nonlinear terms
P

i�2

dvi

m22
jvji�1 v and

P

i�2

dri

m33
jr ji�1 r , the nonlinear kinematic term cos. /, and the underactuated situ-

ation. However we first observe that the nonlinear terms are monotonic, i.e., they

satisfy

.v1�v2/

0

@

X

i�2

dvi

m22
jv1ji�1 v1�

X

i�2

dvi

m22
jv2ji�1 v2

1

A� 0;8 v1 2 R;v2 2 R;

.r1� r2/

0

@

X

i�2

dri

m33
jr1ji�1 r1�

X

i�2

dri

m33
jr2ji�1 r2

1

A� 0;8r1 2 R; r2 2 R:

(9.33)

Based on the structure of the underatuated ship dynamics (9.1) and property (9.33),

we propose the following nonlinear observer:

POy D usin. /C cos. / OvCk11.y� Oy/Ck12. � O /;
PO D OrCk21.y� Oy/Ck22. � O /;
POv D �m11u

m22
Or � d22

m22
Ov�

X

i�2

dvi

m22
j Ovji�1 OvCk31.y� Oy/C (9.34)

.k13C cos. //.y� Oy/;
POr D .m11�m22/u

m33
Ov� d33

m33
Or �

X

i�2

dri

m33
j Or ji�1 OrC 1

m33
�r C

k42. � O /C .k24C1/. � O /;

where Oy; O ; Ov, and Or are the estimate of y; ;v and r respectively. All the constants

k11, k12, k21, k22, k13, k31, and k42 will be chosen later.
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By defining the observer errors as Qy D y � Oy, Q D  � O , Qv D v� Ov, and Qr D
r � Or , the observer error dynamics can be rewritten as

PQy D �k11 Qy�k12 Q �k13 QvC .k13C cos. // Qv;
PQ D �k21 Qy�k22 Q �k24 QrC .k24C1/ Qr;
PQv D �k31 Qy� d22

m22
Qv�

X

i�2

dvi

m22

�

jvji�1 v�j Ovji�1 Ov
�

� m11u

m22
Qr �

.k13C cos. // QyC 1

m22
�wv.t/;

PQr D �k42 Q � .k24C1/ Q C .m11�m22/u
m33

Qv� d33

m33
Qr �

X

i�2

dri

m33

�

jr ji�1 r �jOr ji�1 Or
�

C 1

m33
�wr .t/: (9.35)

We now show that there exist suitable observer gains k11, k12, k13, k21, k22,

k24;k31, and k42 such that the observer error dynamics (9.35) is globally ultimately

stable. Consider the Lyapunov function

Vobs D 1

2
QxT Qx (9.36)

where Qx D
�

Qy Q Qv Qr
�T

. The time derivative of (9.36) along the solutions of (9.35)

and property (9.33) results in

PVobs � �p0 k Qxk2Cq0; (9.37)

where

p0 D ��max.A/� max

�

�wvmax

m22
;
�wrmax

m33

�

1

4�0
;

q0 D max

�

�wvmax

m22
;
�wrmax

m33

�

�0; �0 > 0;

AD

2

6

6

6

6

6

6

6

6

6

6

6

6

6

4

�k11 �k12 �k13 0

�k21 �k22 0 �k24

�k31 0 � d22

m22
�m11u
m22

0 �k42
.m11�m22/u

m33
� d33

m33

3

7

7

7

7

7

7

7

7

7

7

7

7

7

5

:

The above matrix A is made negative definite by choosing
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k13 D k24 D k31 D k42;

K1 WD
�

�k11 �k12
�k21 �k22

�

< 0;

K2�K12K�1
1 K12 < 0;

(9.38)

where

K12 D
"

�k13 0
0 �k24

#

; (9.39)

and K2 is defined in (9.32). Here are details of choosing the observer gains such

that (9.38) holds. The condition (9.38) is expanded as

"

�k11 �k12
�k21 �k22

#

< 0;

2

6

6

6

4

� d22

m22
C k213k22

k11k22�k12k21
�m11u
m22

� k13k12k24

k11k22�k12k21
.m11�m22/u

m33
� k24k21k13

k11k22�k12k21
� d33

m33
C k224k11

k11k22�k12k21

3

7

7

7

5

< 0: (9.40)

From (9.40), it suffices that

d22

m22
� k213k22

k11k22�k12k21
> 0;

d33

m33
� k224k11

k11k22�k12k21
> 0;

m11u

m22
D � k13k12k24

k11k22�k12k21
; (9.41)

.m11�m22/u
m33

D k13k21k24

k11k22�k12k21
;

k11 > 0; k22 > 0;

k11k22�k12k21 > 0:

For simplicity, we choose

k13 D k24 D �
p
u;

k11k22�k12k21 D �; (9.42)

where � > 0 is to be selected later. Substituting (9.42) into (9.41) yields

0 < k22 <
d22

�umaxm22
; 0 < k11 <

d33

�umaxm33
;
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k12 D � m11

�m22
; k21 D .m11�m22/

�m33
;

k11k22 > � m11

�2m22

.m11�m22/
m33

: (9.43)

Hence, under Assumption 9.1, we can always pick a suitable constant � > 0 such

that (9.43) holds. In summary, the observer gains k11, k12, k13, k21, k22, k24, k31,

and k42 are chosen such that (9.42) and (9.43) hold.

We choose A and �0 such that p0 > 0. Hence (9.36) and (9.37) yield

k Qx.t/k � k Qx.t0/ke��.t�t0/C�0;8t � t0 � 0; (9.44)

with �0 D
p

q0=p0 and �D p0. When there are no environmental disturbances, we

have �0 D 0. The observer error dynamics (9.35) is thus GES at the origin.

9.3.2 Control Design

We use the coordinate transformation (9.2) to rewrite the ship dynamics (9.3) in

conjunction with (9.34) as follows

Py D � kuy
p

1C .ky/2
C Ov
p

1C .ky/2
C u.sin.z1/�ky.cos.z1/�1//

p

1C .ky/2
C

Ov ..cos.z1/�1/C sin.z1/ky/
p

1C .ky/2
C Qv
p

1C .ky/2
.cos.z1/C sin.z1/ky/ ;

Pz1 D OrC Qr � k2uy�k Ov
.1C .ky/2/

3=2
C ku.sin.z1/�ky.cos.z1/�1//

.1C .ky/2/
3=2

C

k Ov ..cos.z1/�1/C sin.z1/ky/

.1C .ky/2/
3=2

C k Qv .cos.z1/C sin.z1/ky/

.1C .ky/2/
3=2

;

POv D �m11u
m22

Or � d22

m22
Ov�

X

i�2

dvi

m22
j Ovji�1 OvC .k31Ck13C cos. // Qy;

POr D .m11�m22/u
m33

Ov� d33

m33
Or �

X

i�2

dri

m33
j Or ji�1 OrC 1

m33
�r C .k42Ck24C1/ Q :

(9.45)

Similarly to the full state feedback case, we design the control law �r in two steps.

Step 1

Define
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z2 D Or � Ord ; (9.46)

where Ord is an intermediate control designed as

Ord D �k1z1� ku.sin.z1/�ky cos.z1//

.1C .ky/2/
3=2

� k Ov .cos.z1/C sin.z1/ky/

.1C .ky/2/
3=2

; (9.47)

with k1 being a positive constant to be selected later.

Step 2

The first time derivative of (9.46) along the solutions of the last equation of (9.45)

together with (9.47) is

Pz2 D .m11�m22/u
m33

Ov� d33

m33
Or �

X

i�2

dri

m33
j Or ji�1 OrC 1

m33
�r C

.k42Ck24C1/ Q � @ Ord
@u

Pu� @ Ord
@z1

.�k1z1Cz2/�

@ Ord
@y

 

u.sin.z1/�ky cos.z1//
p

1C .ky/2
C Ov .cos.z1/C sin.z1/ky/

p

1C .ky/2

!

�

@ Ord
@ Ov

0

@�m11u
m22

Or � d22

m22
Ov�

X

i�2

dvi

m22
j Ovji�1 Ov

1

A� (9.48)

@ Ord
@z1

 

k

.1C .ky/2/
3=2
.cos.z1/C sin.z1/ky/ QvC Qr

!

�

@ Ord
@y

1
p

1C .ky/2
.cos.z1/C sin.z1/ky/ Qv� @ Ord

@ Ov .k31Ck13C cos. // Qy;

where

@ Ord
@u

D �k .�cos.z1/kyC sin.z1//

.1C .ky/2/
3=2

;
@ Ord
@ Ov D �k .cos.z1/C sin.z1/ky/

.1C .ky/2/
3=2

;

@ Ord
@z1

D �k1� ku.cos.z1/Cky sin.z1//

.1C .ky/2/
3=2

� k Ov .�sin.z1/Cky cos.z1//

.1C .ky/2/
3=2

;

@ Ord
@y

D �3k
3y .kuy�u.sin.z1/� .yC Ov/.cos.z1/�1//� Ovy sin.z1//

.1C .ky/2/
5=2

C

k2 .ucos.z1/� Ov sin.z1//

.1C .ky/2/
3=2

: (9.49)

We now choose the actual control without canceling the useful damping terms as
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�r Dm33

�

�z1�k2z2� .m11�m22/u
m33

OvC d33

m33
OrdC

X

i�2

dri

m33
j Or ji�1 OrdC@ Ord

@u
PuC @ Ord

@z1
.�k1z1Cz2/C

@ Ord
@y

 

u.sin.z1/�ky cos.z1//
p

1C .ky/2
C Ov .cos.z1/C sin.z1/ky/

p

1C .ky/2

!

C

@ Ord
@ Ov

0

@�m11u
m22

Or � d22

m22
Ov�

X

i�2

dvi

m22
j Ovji�1 Ov

1

A

1

A ; (9.50)

where k2 is a positive constant to be chosen later. Substituting (9.46), (9.47), and

(9.50) into (9.45) results in the following closed loop system:

Py D � kuy
p

1C .ky/2
C Ov
p

1C .ky/2
C u.sin.z1/�ky.cos.z1/�1//

p

1C .ky/2
C

Ov ..cos.z1/�1/C sin.z1/ky/
p

1C .ky/2
C Qv .cos.z1/C sin.z1/ky/

p

1C .ky/2
;

POv D � d22

m22
Ov�

X

i�2

dvi

m22
j Ovji�1 Ov� m11u

m22
.�k1z1Cz2�

ku.sin.z1/�ky cos.z1//

.1C .ky/2/
3=2

� k Ov .cos.z1/C sin.z1/ky/

.1C .ky/2/
3=2

!

C

.k31Ck13C cos. // Qy;

Pz1 D �k1z1Cz2C k .cos.z1/C sin.z1/ky/ Qv
.1C .ky/2/

3=2
C Qr;

Pz2 D �z1�k2z2� d33

m33
z2�

X

i�2

dri

m33
j Or ji�1 z2�

@ Ord
@z1

 

k .cos.z1/C sin.z1/ky/ Qv
.1C .ky/2/

3=2
C Qr

!

C .k42Ck24C1/ Q �

@ Ord
@ Ov .k31Ck13C cos. // Qy� @ Ord

@y

1.cos.z1/C sin.z1/ky/ Qv
p

1C .ky/2
: (9.51)

9.3.3 Stability Analysis

It is not difficult to show that the closed loop system (9.51) is forward complete.

We now use Lemmas 9.1 and 9.2 to prove that the closed loop (9.51) is globally

ultimately stable. From (9.49), it can be seen that the closed loop (9.51) is different

from (9.9) since Ov enters the .z1;z2/-subsystem. To remove this obstacle, we first
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prove that Ov is bounded. We then prove the convergence of .z1;z2/ and finally Ov and

y.

Boundedness of Ov

To prove that Ov is bounded, we view the last three equations of (9.51) as the system

studied in Lemma 9.1 with x1 D
�

Ov z1 z2
�T

as x, Qx as �.t/ and

Px1 D f1.t;x1/Cg1.t;x1; Qx/; (9.52)

where

f1.t;x1/D

2

6

6

6

6

6

6

6

6

4

˝1

�k1z1Cz2

�z1�
 

k2C d33

m33
C
P

i�2

dri

m33
j Or ji�1

!

z2

3

7

7

7

7

7

7

7

7

5

;

g1.t;x1; Qx/D

2

6

6

6

6

6

6

6

4

.k31Ck13C cos. // Qy

k Qv .cos.z1/C sin.z1/ky/

.1C .ky/2/
3=2

C Qr

˝2

3

7

7

7

7

7

7

7

5

; (9.53)

with

˝1 D � d22

m22
Ov�

X

i�2

dvi

m22
j Ovji�1 Ov� m11u

m22
�

 

�k1z1Cz2� k .u.sin.z1/�ky cos.z1//C Ov .cos.z1/C sin.z1/ky//

.1C .ky/2/
3=2

!

;

˝2 D .k42Ck24C1/ Q � @ Ord
@z1

 

k .cos.z1/C sin.z1/ky/ Qv
.1C .ky/2/

3=2
C Qr

!

�

@ Ord
@ Ov .k31Ck13C cos. // Qy� @ Ord

@y

.cos.z1/C sin.z1/ky/ Qv
p

1C .ky/2
;

where again with abuse of notation, Or is considered as a function of time. We now

need to verify all of the conditions of Lemma 9.1.

Verifying Condition C1. We take the following Lyapunov function:
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V1 D 1

2

�

Ov2C ı1.z
2
1 Cz22/

�

; (9.54)

where ı1 is a positive constant. The first time derivative of (9.54) along the solutions

of the differential equation Px1 D f1.t;x1/, see (9.52) and (9.53), satisfies

PV1 D � d22

m22
Ov2�

X

i�2

dvi

m22
j Ovji�1 Ov2� m11u Ov

m22
.�k1z1Cz2�

k .u.sin.z1/�ky cos.z1//C Ov .cos.z1/C sin.z1/ky//

.1C .ky/2/
3=2

!

�

ı1k1z
2
1 � ı1k2z22 � ı1

d33

m33
z22 � ı1

X

i�2

dri

m33
j Or ji�1 z22

� �
�

d22

m22
� m11umax

m22
.�1Ck1�1C4kC2k�1umx/

�

Ov2�
�

ı1k1� m11k1umax

4�1m22

�

z21 �
�

ı1k2� m11umax

4�1m22

�

z22 C 5m11ku
2
max

2m22
:

(9.55)

Hence the condition C1 of Lemma 9.1 is verified with

c0 D 5m11ku
2
max

2m22
; c1 D 1

2
min.1;ı1/;

c2 D 1

2
max.1;ı1/;c3 D max.1;ı1/;

c4 D min

��

d22

m22
� m11umax

m22
.�1Ck1�1C4kC2k�1umx/

�

;

�

ı1k1� m11k1umax

4�1m22

�

;

�

ı1k2� m11umax

4�1m22

��

; (9.56)

where �1 > 0 and k > 0 are chosen such that c4 > 0.

Verifying Condition C2. To verify this condition of Lemma 9.1, we note from

(9.49) that

ˇ

ˇ

ˇ

ˇ

@ Ord
@z1

ˇ

ˇ

ˇ

ˇ

� k1C2k .umax Cj Ovj/ ;
ˇ

ˇ

ˇ

ˇ

@ Ord
@ Ov

ˇ

ˇ

ˇ

ˇ

� 2k;

ˇ

ˇ

ˇ

ˇ

@ Ord
@y

ˇ

ˇ

ˇ

ˇ

� 3k2 .umax C3kumax C3k j Ovj/ : (9.57)

From (9.56) and (9.57), a simple calculation shows that the condition C2 of Lemma

9.1 is satisfied with
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�1 D .2kC1/.k31Ck13C1/Ck42Ck24C1C
.2kC1/.k1C2kumax C1/C6k2umax.3kC1/;

�2 D 2k.2kC1/C18k3: (9.58)

Verifying Condition C3. This condition follows directly from (9.44).

Verifying Condition C4. It can be shown that there exists a positive constant k such

that the condition C4 of Lemma 9.1 satisfies

c4��2c3"0� �1c3"0

4�0
> 0; (9.59)

where c4, c3, "0, �1, and �2 given in (9.44), (9.56) and (9.58).

All of the conditions of Lemma 9.1 have been verified, therefore we have

j Ovj � kx1.t/k � ˛1 .k.x1.t0/; Qx.t0//k/e��1.t�t0/C "1; 8t � t0 � 0; (9.60)

where ˛1, �1, and "1 are in the form of ˛, � , and " in Lemma 9.1 with all constants

given in (9.44), (9.56), and (9.58).

.z1;z2/-subsystem

Having proven that Ov is bounded in the previous section, we now apply Lemma 9.1

to the .z1;z2/-subsystem. It is clear that the last two equations of (9.51) are in the

form of the system studied in Lemma 9.1 with z D Œz1 z2�
T as x; Qx as �.t/ and

Pz D fz.t;z/Cgz.t;y;z; Qx/; (9.61)

where

fz.t;z/D

2

6

6

4

�k1z1Cz2

�z1�
 

k2C d33

m33
C
P

i�2

dri

m33
j Or ji�1

!

z2

3

7

7

5

;

(9.62)

gz.t;y;z; Qx/D

2

6

4

k .cos.z1/C sin.z1/ky/ Qv
.1C .ky/2/

3=2
C Qr

˝2

3

7

5
:

Proceeding with the same steps as in the previous section, it is shown that all the

conditions of Lemma 9.1 hold with the Lyapunov function V2 D 0:5.z21 Cz22/ and

c0 D 0; c1 D c2 D 0:5; c3 D 1; c4 D min.k1;k2/;

�1 D 2k .k13Ck31C1/C .2kC1/.2C2kumax/Ck42C
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k24C1C6k2umax.1C3k/C .18k3C2k.2kC1//.˛1C "1/;

�2 D 0; (9.63)

where ˛1 and "1 are given in (9.60). The condition C4 of Lemma 9.1 becomes

c4� �1c3"0

4�0
> 0; (9.64)

where c4; c3; "0, and �2 are calculated from in (9.44) and (9.63).

All of the conditions of Lemma 9.1 have been verified, therefore we have

kz.t/k � ˛2 .k.z.t0/; Qx.t0//k/e��2.t�t0/C "2; 8t � t0 � 0 (9.65)

where ˛2, �2, and "2 are in the form of ˛, � , and " in Lemma 9.1 with all constants

given in (9.63).

.y; Ov/-subsystem

It can be seen that the first two equations of (9.51) are in the form of the system

studied in Lemma 9.2, i.e., x3 D
�

Ov y
�T

, Qx3 D
�

z1 z2 Qy Qv
�T

, and

Px3 D f3.t;x3/Cg3.t;x3; Qx3/; (9.66)

where

f3.t;x3/D

2

6

6

6

4

� d22

m22
Ov�

P

i�2

dvi

m22
j Ovji�1 Ov� m11u

m22

k2uy�k Ov
.1C .ky/2/

3=2

� kuy
p

1C .ky/2
C Ov
p

1C .ky/2

3

7

7

7

5

;

(9.67)

g3.t;x3; Qx3/D
�

˝31
˝32

�

;

with

˝31 D �m11u
m22

 

�k1z1Cz2� ku.sin.z1/�ky.cos.z1/�1//
.1C .ky/2/

3=2
�

k Ov ..cos.z1/�1/C sin.z1/ky/

.1C .ky/2/
3=2

!

C .k31Ck13C cos. // Qy;

˝32 D u.sin.z1/�ky.cos.z1/�1//
p

1C .ky/2
C Ov ..cos.z1/�1/C sin.z1/ky/

p

1C .ky/2
C

.cos.z1/� sin.z1/ky/ Qv
p

1C .ky/2
:
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We now need to verify all conditions of Lemma 9.2 for the system (9.66).

Verifying Condition C1. To verify this condition of Lemma 9.2, we take the fol-

lowing proper function

V3 D 1

2

�

Ov2Cy2
�

; (9.68)

whose time derivative along (9.67) satisfies

PV3 � �c31 Ov2� c32
y2

p

1C c4y2
; (9.69)

where

c31 D d22

m22
� m11kumax

m22
��2� m11k

2u2max

m22
�3;

c32 D kumin � 1

4�2
� 1

4�3

m11k
2u2max

m22
; (9.70)

with �2 > 0 and �3 > 0 chosen such that c31 > 0 and c32 > 0.

From (9.67) and (9.68), it is easy to show that

ˇ

ˇ

ˇ

ˇ

@V3

@x3
g3.t;x3; Qx3/

ˇ

ˇ

ˇ

ˇ

�
 

�0C�1 Ov2C�2
y2

p

1C c4y2

!

k Qx3k ; (9.71)

with

�0 D 1

4�4

�

m11umax

m22
.k1C1C2kumax/C .k31Ck13C1/C

umax C1C .˛1C "1/
2
�

;

�1 D m11umax�4

m22
.k1C1C2kumax/C

2m11kumax

m22
C�4.k31Ck13C1/;

�2 D .kC�4/umax C2�4Ck .˛1C "1C˛2C "2/ ; (9.72)

where �4 > 0, ˛1, and "1 are given in (9.60), and ˛2 and "2 are given in (9.65).

Verifying Condition C2. To verify this condition, we note that

k Qx3.t/k �












�

z1.t/

z2.t/

�












C












�

Qv.t/
Qy.t/

�












: (9.73)

Therefore we can write (9.73) from (9.44) and (9.65) as

k Qx3.t/k � ˛3 .k.z.t0/; Qx.t0//k/ e��3.t�t0/C "3; (9.74)

where
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˛3 .k.z.t0/; Qx.t0//k/ D k.z.t0/; Qx.t0//kC˛2 .k.z.t0/; Qx.t0//k/ ;
�3 D min.�;�2/; "3 D �0C "2;

(9.75)

with ˛2 and "2 given in (9.65), �0 and � given in (9.44).

Verifying Condition C3. This condition is satisfied if

c31��1"3 > 0 and c32��2"3 > 0; (9.76)

where c31, c32, �1, �2, and "3 are given in (9.72) and (9.75). After some lengthy

but simple calculation, it can be shown that, under the assumption of small enough

environmental disturbances, the condition (9.76) holds for a suitable choice of the

observer gains k11, k12, k13, k21, k22, k24, k31, and k42, and the control gains k,

k1, and k2.

Verifying Condition C4. From the boundedness of the sway velocity estimate,

Ov.t/, proven in the previous section and noting that "2 in (9.65) can be made

arbitrarily small, it is directly shown that there exists a nondecreasing function

$ of k..v.t0/;y.t0//;z.t0//k such that jy.t/j � $ by applying Lemma 9.1 to the

first equation of (9.51) with the Lyapunov function Vy D 0:5y2.

All of the conditions of Lemma 9.2 have been verified, the closed loop (9.51) is

globally ultimately stable, i.e.,

kx3.t/k � ˛4 .k.x.t0/;�.t0//k/e��4.t�t0/C "4; 8t � t0 � 0; (9.77)

where ˛4;�4, and "4 are calculated as in Lemma 9.2.

It is noted that when there are no environmental disturbances, " D 0. Therefore

the closed loop (9.51) is GAS. We note that the convergence of z1 and z2 implies

the convergence of Or and  . The convergence of v and r results from that of Ov and

Or due to the global exponential property of the observer. We have thus proven the

second main result of this chapter.

Theorem 9.2. Under Assumption 9.1, the output feedback control problem stated in

Section 9.1 is solved by the observer (9.34) and the control law (9.50) as long as the

observer gains k11, k12, k13, k21, k22, k24, k13, k31, and k42, and the control gains

k, k1, and k2 are chosen such that (9.64), (9.70), (9.76), and (9.43) hold.

Remark 9.2. Due to underactuaction and nonzero-mean environmental disturbances

in the sway dynamic, our controller is only able to force the sway and its velocity

to converge to a ball centered at the origin. The radius of this ball cannot be made

arbitrarily small. This phenomenon should not be surprising since there is no control

force in the sway direction. In addition, the yaw angle cannot be made arbitrarily

small due to the effect of the sway. In fact, to guarantee the sway displacement

bounded under nonzero-mean environmental disturbances acting on the sway dy-

namics, our controller forces the heading angle to a small value. This value together

with the forward speed will prevent the sway from growing unbounded.
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Remark 9.3. The choice of k depends on the ship parameters and forward speed,

which coincides with the steering practice of a helmsman. The helmsman uses the

ship’s course angle to steer the ship toward the straight line rather than use the

sway velocity, which will cause the ship to glide sideways. Furthermore, the design

constant k is reduced when the ship forward speed is large, see (9.2), (9.23), (9.30),

(9.56), and (9.59), otherwise the ship will miss the point on the straight line and

slide in the sway direction.

Remark 9.4. By setting the value of k equal to zero, our proposed controller reduces

to a course-keeping controller. In this case, the heading angle can be made arbi-

trarily small. However the sway will grow linearly unbounded under nonzero-mean

environmental disturbances, see Figures 9.3 and 9.6.

9.4 Simulations

This section validates the control laws (9.8) and (9.50) for both cases of state and

output feedback on a monohull ship with the parameters given in Section 5.4. The

ship surge velocity is chosen as u D 10C 0:5sin.3t/ms-1. The environmental dis-

turbances �wv.t/ and �wr .t/ are taken as �wv.t/ D 105 � 0:5� .1C rand.�// and

�wr .t/ D 1:5� 107 � rand.�/, with rand.�/ being zero mean random noise with the

uniform distribution on the interval Œ�0:5 0:5�. We run simulations for both state

feedback and output feedback cases.

9.4.1 State Feedback Simulation Results

The control design parameters are chosen as k D 0:05, k1 D 0:2, k2 D 0:5, and

�1 D �2 D 0:05. It can be directly verified that this choice satisfies all the conditions

stated in Theorem 9.1. The initial values are

Œy.0/;v.0/; .0/;r.0/�D
�

15m;0:2 ms-1;�0:5 rad;0:1 rads-1
�

:

Simulation results are plotted in Figure 9.1 for the case without disturbances. In

this case, it can be seen that all sway displacement, sway velocity, and yaw angle

converge to zero as desired. The large control effort is due to the fact that we simu-

late our controllers on a real surface ship but it is within the limit of the maximum

yaw moment. For the case with disturbances, simulation results are plotted in Figure

9.2. In this case, all the states converge to a ball centered at the origin as proven in

Theorem 9.1. To illustrate Remark 9.4, we simulate our controller with the design

constant k D 0. The simulation results for this case are given in Figure 9.3. The

sway displacement y grows linearly unbounded due to nonvanishing environmental

disturbances. It should be noted that all of the course-keeping controllers, see for
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Figure 9.1 State feedback control results without disturbances: a. Sway displacement y; b. Head-

ing angle  ; c. Sway velocity v; d. Yaw velocity r ; e. Yaw moment �r

example [12], which do not take the sway displacement into account, will result in

similar unboundedness of the sway that was pointed out in Remark 9.4.

9.4.2 Output Feedback Simulation Results

The control design parameters are chosen as k D 0:05, k1 D 0:2, k2 D 0:5, and

�1 D �2 D 0:05. The observer gains are selected as k11 D k22 D 2, k12 D � m11

�m22
,

k21 D m11�m22

�m33
, k31 D k13 D k24 D k42 D �

p
u, and � D 0:015. A calculation

shows that this choice satisfies all the conditions stated in Theorem 9.2. The initial

values are

Œy.0/;v.0/; .0/;r.0/�D
�

15m;0:2 ms-1;�0:5 rad;0:1 rads-1
�

;
�

Oy.0/; Ov.0/; O .0/; Or.0/
�

D
�

10m;0ms-1;�0:2 rad;0:2 rads-1
�

:

Simulation results are plotted in Figure 9.4 for the case without disturbances and

in Figure 9.5 for the case with disturbances. From Figure 9.4, it is seen that all

sway displacement, sway velocity, and yaw angle converge to zero asymptotically.

It is also observed that the observer states (dotted lines) exponentially converge to
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Figure 9.2 State feedback control results with disturbances: a. Sway displacement y; b. Heading

angle  ; c. Sway velocity v; d. Yaw velocity r ; e. Yaw moment �r

their unknown estimated ones (solid lines). For the case with disturbances, all the

states converge to a ball centered at the origin as proven in Theorem 9.2. The sim-

ulation results with the design constant k D 0 are plotted in Figure 9.6. Again, the

sway displacement y grows linearly unbounded due to nonvanishing environmental

disturbances as mentioned in Remark 9.4.

9.5 Conclusions

The control design was based on the idea of an interaction between the ship be-

havior and the action of a helmsman on a linear course. Although our proposed

state feedback controller has been designed by using precise knowledge of the ship

parameters, we can easily change them to an adaptive version to take inaccurate

knowledge of the system parameters into account, see (9.6). However, for the case

of output feedback, an adaptive observer will be required, see (9.34) and (9.45). This

chapter is based on [116, 126, 127].
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Figure 9.3 State feedback control results with disturbances and k D 0: a. Sway displacement y;

b. Heading angle  ; c. Sway velocity v; d. Yaw velocity r ; e. Yaw moment �r
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Figure 9.4 Output feedback control results without disturbances: a. Sway displacement y; b.

Heading angle  ; c. Sway velocity v (solid line) and its estimate Ov (dotted line); d. Yaw velocity

r (solid line) and its estimate Or (dotted line); e. Yaw moment �r
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Figure 9.5 Output feedback control results with disturbances: a. Sway displacement y; b. Heading

angle  ; c. Sway velocity v (solid) and its estimate Ov (dot); d. Yaw velocity r (solid) and its

estimate Or (dot); e. Yaw moment �r

0 10 20 30
0

10

20

y,
 y

h
a
t [

m
]

a

0 10 20 30
−1

0

1

ψ
, 

ψ
h
a
t[r

a
d
]

b

0 10 20 30
0

0.5

1

v,
 v

h
a
t [

m
/s

]

c

0 10 20 30
−0.5

0

0.5

r,
 r

h
a
t[r

a
d
/s

d

0 5 10 15 20 25 30
−1

0

1
x 10

8

τ
r [

N
m

]

Time [s]

e

Figure 9.6 Output feedback control results with disturbances and k D 0: a. Sway displacement

y; b. Heading angle  ; c. Sway velocity v (solid line) and its estimate Ov (dotted line); d. Yaw

velocity r (solid line) and its estimate Or (dotted line); e. Yaw moment �r



Chapter 10

Path-following of Underactuated Ships Using
Serret–Frenet Coordinates

This chapter presents state feedback and output feedback controllers that force an

underactuated surface ship to follow a predefined path under the presence of envi-

ronmental disturbances induced by waves, wind, and ocean currents. The control

solutions originated an observation that it is reasonable in practice to steer a ves-

sel such that it is on the reference path and its total velocity is tangent to the path,

and that the vessel’s forward speed is independently controlled by the main propul-

sion control system. The proposed controllers are designed using Lyapunov’s direct

method, the popular backstepping technique, and the Serret–Frenet frame. The un-

measured sway and yaw velocities are estimated by introducing a novel nonlinear

passive observer.

10.1 Control Objective

In addition to the assumptions made in Section 3.4.1.1, we assume that the surge ve-

locity is a positive constant and is independently controlled by the main propulsion

control system. The resulting mathematical model of the underactuated ship moving

in surge, sway, and yaw is rewritten as

Px D ucos. /�v sin. /;

Py D usin. /Cv cos. /;

P D r;

Pv D �m11
m22

ur � d22

m22
v�

3
X

iD2

dvi

m22
jvji�1 vC 1

m22
�wv.t/; (10.1)

Pr D .m11�m22/
m33

uv� d33

m33
r �

3
X

iD2

dri

m33
jr ji�1 rC 1

m33
�r C 1

m33
�wr .t/;

243
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where all symbols in (10.1) are defined in Section 3.4.1.2. The positive constant

terms dv , dr , dvi , and dri ; i D 2;3 represent the hydrodynamic damping in surge,

sway and yaw. The bounded time-varying terms, �wv.t/ and �wr .t/, are the envi-

ronmental disturbances induced by wave, wind, and ocean current with j�wv.t/j �
�wvmax <1 and j�wr .t/j � �wrmax <1. The available control is the yaw moment

�r . Since the sway control force is not available in the sway dynamics, the ship

model (10.1) is again underactuated.

The control objective of this chapter is to design the yaw moment �r to force the

underactuated ship (10.1) to follow a specified path ˝ , see Figure 10.1, where M

is the orthogonal projection of the ship point P on ˝ , xn and xt are the normal and

the tangent unit vectors to the path at M , respectively. We assume that this point is

uniquely defined. This assumption holds if the interior of any circle tangenting ˝ at

two or more points does not contain any point of the path and the distance between

the ship and ˝ is not too large. Furthermore, it is assumed that the radius of any

osculating circle of the path is larger than or equal to Rmin which is feasible for the

ship to follow. Let the signed distance betweenM and P be ze . Also s is the signed

distance along the path between some arbitrary fixed point on the path and M ,  d
is the angle between xt and Xb , c.s/ is the curvature of the path at the point M .

We assume that c.s/ is uniformly bounded and differentiable. Let the total velocity

of the ship be ut and  e D  � d . The variables s, ze , and  e form a new set of

state coordinates for the ship. It can be seen that when the path ˝ coincides with

the XE -axis, the above variables coincide with the ship variables x, y, and  .

By using the above parameterization, it is straightforward, see [128, 129], to

transform the kinematics of (10.1) to

Pze D usin. e/Cv cos. e/;

P e D r � c.s/

1� c.s/ze
.ucos. e/�v sin. e// ; (10.2)

Ps D 1

1� c.s/ze
.ucos. e/�v sin. e// :

Note that the above transformation is singular when zec.s/ D 1. We first assume

that

1�zec.s/� ı� > 0: (10.3)

We then find the initial conditions after the controllers are designed such that this

hypothesis holds. Ideally, we want the ship to be on the path and tangent to it, i.e.,

ze D  e D 0.

However when the curvature of the path is different from zero, the sway velocity

v is also different from zero. Hence ze D  e D 0 cannot be the equilibrium point

of (10.2) with r as the control input. This feature distinguishes the ship from mo-

bile robots, see [15, 130–133] for some work on controlling mobile robots. If one

designs a controller as was proposed in [129], to achieve  e D 0, then the error ze
might be very large (depending on v/. This phenomenon can be seen by substituting

 e D 0 into the first equation of (10.2). Therefore, in this chapter, we formulate the
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Figure 10.1 General framework of ship path-following

control problem such that .ze; e/D .0;��/ is the equilibrium point of (10.2), with

� being the angle between the surge velocity and the total velocity. This is desirable

in practice since it guarantees that the ship is on the path and the ship’s total velocity

is tangent to the path. Define

 �
e D  e C�; (10.4)

where  �
e is referred to as the modified heading error. With (10.4), the last four

equations of the ship model (10.1) with (10.2) are transformed to

Pze D ut sin. �
e /;

P �
e D r

�

1� m11

m22

u2

u2t

�

� c.s/ut

1� c.s/ze
cos. �

e /�

u

u2t

 

d22

m22
vC

3
X

iD2

dvi

m22
jvji�1 v� 1

m22
�wv.t/

!

;

Pv D �m11
m22

ur � d22

m22
v�

3
X

iD2

dvi

m22
jvji�1 vC 1

m22
�wv.t/; (10.5)

Pr D .m11�m22/
m33

uv� d33

m33
r �

3
X

iD2

dri

m33
jr ji�1 rC 1

m33
�r C 1

m33
�wr .t/;

where

ut D
p

u2Cv2: (10.6)
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As a result, the path-following objective has been converted to a problem of stabiliz-

ing
�

ze; 
�
e

�

in (10.5) at the origin. We study this stabilization problem under either

Assumption 10.1 or Assumption 10.2 as follows.

Assumption 10.1. The ship parameters satisfy the condition m11 <m22. All of the

ship states (position, orientation, and velocities) are measurable.

Assumption 10.2. The ship parameters satisfy the condition m11 <m22. The sway

and yaw velocities are not available for feedback.

Assumption 10.1 means a robust state feedback path-following problem, while

Assumption 10.2 gives a robust output feedback path-following problem. It is noted

that the condition m11 < m22 always holds for surface ships since the added mass

in sway is larger than that in surge. The triangular structure of (10.5) suggests that

we design the actual control �r in two stages. First, we design the virtual velocity

control r to stabilize ze and  �
e at the origin. Based on the backstepping technique,

the control �r will then be designed to make the error between the virtual velocity

control and its actual values exponentially tend to a small ball centered at the origin.

A new nonlinear observer is introduced to estimate the sway and yaw velocities, and

an output feedback controller is then designed.

10.2 State Feedback

10.2.1 Control Design

Observing from the first equation of (10.5) that the ze-dynamics have to be stabilized

by using the angle  �
e , we introduce the following coordinate transformation

w�
e D  �

e C arcsin

 

kze
p

1C .kze/2

!

; (10.7)

where k is a positive constant to be selected later.

Remark 10.1. The above coordinate transformation is well defined and convergence

of w�
e and ze implies that of  �

e . The function arcsin is not unique. It can be re-

placed by some other smooth bounded functions such as tanh; arctan or an identity

function. We here use the arcsin function due to its simplicity. Using (10.7) instead

of a linear coordinate change such as w�
e D  �

e Ckze , we avoid the ship whirling

around when ze is large. In addition the nonlinear change of coordinate (10.7) will

result in a “global design”.

Upon an application of the coordinate transformation (10.7), the system (10.5) is

rewritten as
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Pze D � kutze
p

1C .kze/2
C ut sin.w�

e /
p

1C .kze/2
� kutze
p

1C .kze/2

�

cos.w�
e /�1

�

;

Pw�
e D r

�

1� m11

m22

u2

u2t

�

C kut sin. �
e /

1C .kze/2
� c.s/ut cos. �

e /

1� c.s/ze
�

u

u2t

 

d22

m22
vC

3
X

iD2

dvi

m22
jvji�1 v� 1

m22
�wv.t/

!

;

Pv D �m11
m22

ur � d22

m22
v�

3
X

iD2

dvi

m22
jvji�1 vC 1

m22
�wv.t/; (10.8)

Pr D .m11�m22/
m33

uv� d33

m33
r �

3
X

iD2

dri

m33
jr ji�1 rC 1

m33
�r C 1

m33
�wr .t/;

where we leave the variable  �
e in the second equation of (10.8) for simplicity of

presentation. As discussed in Remark 10.1, we will design the control �r to stabilize

(10.8) at the origin.

Step 1

Define

b D 1� m11

m22

u2

u2t
: (10.9)

The first condition of Assumptions 10.1 implies that

b � 1� m11

m22
WD b� > 0: (10.10)

Introduce the yaw velocity control error Qr as

Qr D r � rd ; (10.11)

where rd is a virtual control of the yaw velocity r . From the second equation of

(10.8), we choose the virtual control rd as

rd D �k1
b
w�
e � 1

b

kut sin. �
e /

1C .kze/2
C 1

b

c.s/ut cos. �
e /

1� c.s/ze
C

1

b

u

u2t

 

d22

m22
vC

3
X

iD2

dvi

m22
jvji�1 v

!

� (10.12)

1

b

u

u2t

�wvmax

m22
tanh

�

w�
e

"1

�wvmax

m22

�

;

where k1 and "1 are positive design constants to be selected later. It is of interest

to note that rd is a smooth function of s; ze; v, and  e . Substituting (10.12) and
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(10.11) into the second equation of (10.8) yields

Pw�
e D �k1w�

e Cb QrC u

u2t

�wv.t/

m22
� u

u2t

�wvmax

m22
tanh

�

w�
e

"1

�wvmax

m22

�

: (10.13)

Step 2

Differentiating both sides of (10.11) along the solutions of the last equation of (10.8)

and (10.12) yields

PQr D .m11�m22/
m33

uv� d33

m33
r �

3
X

iD2

dri

m33
jr ji�1 rC 1

m33
�r C 1

m33
�wr .t/�

@rd

@s

1

1� c.s/ze
.ucos. e/�v sin. e//�

@rd

@ze
.usin. e/Cv cos. e//�

@rd

@v

 

�m11
m22

ur � d22

m22
v�

3
X

iD2

dvi

m22
jvji�1 vC 1

m22
�wv.t/

!

�

@rd

@ e

�

r � c.s/

1� c.s/ze
.ucos. e/�v sin. e//

�

: (10.14)

From (10.14), we choose the actual control �r without canceling the useful damping

terms as

�r Dm33

 

�k2 Qr �bw�
e � .m11�m22/

m33
uvC d33

m33
rd C

3
X

iD2

dri

m33
jr ji�1 rdC

@rd

@s

1

1� c.s/ze
.ucos. e/�v sin. e//C

@rd

@ze
.usin. e/Cv cos. e//C

@rd

@v

�

�m11
m22

ur � d22

m22
v�

3
X

iD2

dvi

m22
jvji�1 v

!

C

@rd

@ e

�

r � c.s/

1� c.s/ze
.ucos. e/�v sin. e//

�

�

�wrmax

m33
tanh

� Qr
"2

�wrmax

m33

�

� @rd

@v

�wvmax

m22
tanh

�

@rd

@v

Qr
"3

�wvmax

m22

��

;

(10.15)

where k2; "2, and "3 are positive constants to be selected later. Substituting (10.15)

into (10.14) yields

PQr D �
�

k2C d33

m33

�

Qr �bw�
e �

3
X

iD2

dri

m33
jr ji�1 QrC 1

m33
�wr .t/�
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�wrmax

m33
tanh

� Qr
"2

�wrmax

m33

�

� @rd

@v

1

m22
�wv.t/�

@rd

@v

�wvmax

m22
tanh

�

@rd

@v

Qr
"3

�wvmax

m22

�

: (10.16)

We now present the first main result of this chapter, the proof of which is given in

the next section.

Theorem 10.1. Under Assumption 10.1, if the state feedback control law (10.15) is

applied to the ship system (10.1) then there exist feasible initial conditions such that

the regulation errors .ze.t/; 
�
e .t// converge to a small ball centered at the origin

with an appropriate choice of the design constants k, k1, k2 and "i , 1� i � 3. Fur-

thermore if there are no environmental disturbances, the regulation errors converge

to zero asymptotically. In addition, the sway velocity v.t/ is always bounded.

10.2.2 Stability Analysis

For the reader’s convenience we write the closed loop consisting of the first and

third equations of (10.8), (10.13), and (10.16) as follows:

Pze D � kutze
p

1C .kze/2
C ut sin.w�

e /
p

1C .kze/2
� kutze
p

1C .kze/2

�

cos.w�
e /�1

�

;

Pw�
e D �k1w�

e Cb QrC u

u2t

�wv.t/

m22
� u

u2t

�wvmax

m22
tanh

�

w�
e

"1

�wvmax

m22

�

;

Pv D �m11
m22

u. QrC rd /�
d22

m22
v�

3
X

iD2

dvi

m22
jvji�1 vC 1

m22
�wv.t/; (10.17)

PQr D �
�

k2C d33

m33

�

Qr �bw�
e �

3
X

iD2

dri

m33
jr ji�1 QrC 1

m33
�wr .t/�

�wrmax

m33
tanh

� Qr
"2

�wrmax

m33

�

� @rd

@v

1

m22
�wv.t/�

@rd

@v

�wvmax

m22
tanh

�

@rd

@v

Qr
"3

�wvmax

m22

�

;

where rd is given in (10.12). A direct calculation of the Lyapunov function candidate

V0 D z2e Cw�2
e C v2 C Qr2 along the solutions of the closed loop system (10.17)

shows that there exist nonnegative constants a0 and b0 such that PV0 � a0V0 C b0.

This means that the closed loop system (10.17) is forward complete. Therefore, to

prove Theorem 10.1, we can first consider the .w�
e ; Qr/-dynamics, then move to the

.ze;v/-dynamics.
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.w�
e ; Qr/-dynamics

Consider the following Lyapunov function:

V1 D 1

2

�

w�2
e C Qr2

�

: (10.18)

It is not hard to show that the time derivative of (10.18) along the solutions of (10.13)

and (10.16) satisfies

PV1 � �k1w�2
e �

�

k2C d33

m33

�

Qr2C0:2785

3
X

iD1

"i ; (10.19)

which in turn implies that







�

w�
e .t/; Qr.t/

�



� ˛wr .�/e��wr .t�t0/C�wr ; (10.20)

where

˛wr .�/D






�

w�
e .t0/; Qr.t0/

�




 ;

�wr D min

�

k1;

�

k2C d33

m33

��

; (10.21)

�wr D

v

u

u

t

0:2785

�1

3
X

iD1

"i :

From (10.21), we can see that �wr can be made arbitrarily small by adjusting the

design constants, k1; k2 and "i ; 1� i � 3. This observation is important in stability

analysis of the .ze;v/-dynamics.

.ze;v/-dynamics

For the reader’s convenience, we rewrite the .ze;v/-dynamics from the first and third

equations of the closed loop system (10.17) with the virtual control rd substituted

in the third equation of the closed loop system (10.17) from (10.12) as

Pze D � kutze
p

1C .kze/2
C ut sin.w�

e /
p

1C .kze/2
� kutze
p

1C .kze/2

�

cos.w�
e /�1

�

;

Pv D � d22

m22

�

1C m11u
2

bm22u
2
t

�

v�
3
X

iD2

dvi

m22

�

1C m11u
2

bm22u
2
t

�

jvji�1 vC

1

m22
�wv.t/�

m11u Qr
m22

� m11u

m22b

�

�k1w�
e � kut sin. �

e /

1C .kze/2
C
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c.s/ut cos. �
e /

1� c.s/ze
� u

u2t

�wvmax

m22
tanh

�

w�
e

"1

�wvmax

m22

��

: (10.22)

If we view that (10.22) and the
�

w�
e ; Qr

�

-subsystem are in a cascade form, we might

think that stability results developed for cascade systems, see Section 2.1.3 can be

applied. However, stability results in that section are developed for the cascade sys-

tems without nonvanishing disturbances. In fact, nonvanishing disturbances may

destroy stability of a cascade system that satisfies all conditions stated in Section

2.1.3. To illustrate this fact, we give the following simple example.

Px1 D � x1
q

1Cx21

C x1x2
q

1Cx21

;

Px2 D �x2Cd.t/: (10.23)

When there is no disturbance d.t/, by applying stability results in Section 2.1.3, the

cascade system (10.23) is GAS at the origin. However, whenever the magnitude of

bounded disturbance d.t/ is larger than 1, we have the fact that x1 grows unbounded

although x2 is bounded. This fact results from the first equation being not globally

ISS with respect to x2 as input, see Section 2.2. Therefore, to analyze stability of

(10.22) we first present the following lemma.

Lemma 10.1. Consider the following nonlinear system:

Px D f .t;x/Cg.t;x;�.t// (10.24)

where x 2 R
n; �.t/ 2 R

m, f .t;x/ is piecewise continuous in t and locally Lipschitz

in x. If there exist �0 > 0, positive constants ci , 1� i � 4, �j , 1� j � 2, c, "0,mu0,

and c0, and a class-K function ˛0 such that the following conditions hold:

C1. There exists a proper function V.t;x/ such that:

c1 kxk2 � V.t;x/� c2 kxk2 ;












@V

@x
.t;x/













� c3 kxk ;

@V

@t
C @V

@x
f .t;x/� � c4 kxk2

q

1C c kxk2
C c0
q

1C c kxk2
:

C2. g.t;x;�.t// satisfies:

kg.t;x;�.t//k � 1
q

1C c kxk2
.�1C�2 kxk/k�.t/k :

C3. �.t/ globally asymptotically converges to a ball centered at the origin:

k�.t/k � ˛0 .k�.t0/k/e��0.t�t0/C "0 ; 8t � t0 � 0:
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C4. The following gain condition is satisfied:

c4� c3"0
�

�2C �1

4�0

�

> 0:

Then the solution x.t/ of (10.24) globally asymptotically converges to a ball cen-

tered at the origin, i.e.,

kx.t/k � ˛ .k.x.t0/;�.t0//k/e��.t�t0/C ".k.x.t0/;�.t0//k/ ; 8t � t0 � 0;

(10.25)

where ".s/D
q

a4

c1a1

p

1C cx2m.s/, � and ˛ are given as follows:

if
a1

p

1C cx2m
D �0 then

˛.s/D

v

u

u

t
e

a2
�0

c1

�

c2s2C
�

a3C a2a4

a1

q

1C cx2m

�

�

�

;

� D 1

2
.a1�d/I

if
a1

p

1C cx2m
¤ �0 then

˛.s/D

v

u

u

u

t

e
a2
�0

c1

0

@c2s2C

�

a1a3Ca2a4
p

1C cx2m

�

a1

ˇ

ˇ

ˇ
a1��0

p

1C cx2m

ˇ

ˇ

ˇ

q

1C cx2m

1

A ;

�.s/D 1

2
min

 

a1
p

1C cx2m
;

ˇ

ˇ

ˇ

ˇ

ˇ

a1
p

1C cx2m
��0

ˇ

ˇ

ˇ

ˇ

ˇ

!

I

with

a1 D 1

c2

�

c4��2c3"0� �1c3"0

4�0

�

; a2 D c3

c1
.�1C�2/˛0 .s/ ;

a3 D �1c3

4
˛0 .s/ ; a4 D c0C�1c3"0�0;

0 < d < a1; � � .t � t0/e�d.t�t0/;

xm.s/D
s

1

c1

�

a4

a1
C
p

Wm.s/

�

;

Wm.s/D
�

V.s/� a4

a1

�

e

�

2.a2Ca3Ca2a4=a1/

�0

�

C

a3Ca2a4=a1

8.a2.s/Ca3.s/Ca2.s/a4=a1/

�

e

�

2.a2Ca3Ca2a4=a1/

�0

�

�1
�

:
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When c0 D 0 and "0 D 0, we have "D 0 and the system (10.24) is GAS. Note that a

finite value of � exists for an arbitrarily small positive d and the convergence rate

� depends on the initial conditions.

Proof. We first prove that x is bounded. From conditions C1, C2, and C3, we have

PV � �
�

c4� c3"0
�

�2C �1

4�0

�� kxk2
q

1C c kxk2
C c3 kxk
q

1C c kxk2
�

.�1C�2 kxk/˛0 .k�.t0/k/e��0.t�t0/C �1c3"0�0C c0
q

1C c kxk2
: (10.26)

Upon application of completing squares, (10.26) can be rewritten as

PV � �
�

a1�a2e��0.t�t0/
� V
q

1C c kxk2
C a3e

��0.t�t0/

q

1C c kxk2
C a4
q

1C c kxk2

� �
�

a1�a2e��0.t�t0/
� .V �a4=a1/
q

1C c kxk2
C .a3Ca2a4=a1/e

��0.t�t0/

q

1C c kxk2
:

(10.27)

Now consider the differential equation

P� D �
�

a1�a2e��0.t�t0/
� �
q

1C c kxk2
C .a3Ca2a4=a1/e

��0.t�t0/

q

1C c kxk2
: (10.28)

Take the following Lyapunov function:

W D 1

2
�2; (10.29)

whose time derivative along the solutions of (10.28) with the use of condition C4

satisfies

PW � a2e
��0.t�t0/

�2
q

1C c kxk2
C .a3Ca2a4=a1/�e

��0.t�t0/

q

1C c kxk2

� 2.a2Ca3C a2a4

a1
/We��0.t�t0/C

.a3C a2a4

a1
/

4
e��0.t�t0/: (10.30)

Hence W.t/�Wm which implies from (10.30) and the comparison principle found

in [6] that V.t/� a4=a1C
p
2Wm or kx.t/k � xm. Substituting this inequality into

(10.27) yields
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PV � �
 

a1
p

1C cx2m
�a2e��0.t�t0/

!

V Ca3e
��0.t�t0/Ca4: (10.31)

Solving the inequality (10.31) readily yields (10.25). �

To investigate stability of the .ze;v/-dynamics, we apply Lemma 10.1.

ze-dynamics

We will apply Lemma 10.1 to estimate convergence of the path-following error, ze ,

dynamics. Indeed, it is seen that ze- dynamics, the first equation of (10.22), is in the

form of the system studied in Lemma 10.1, i.e.,

Pze D fze.�/Cgze.�/; (10.32)

where

fze.�/D � kutze
p

1C .kze/2
;

gze.�/D ut sin.w�
e /

p

1C .kze/2
� kutze
p

1C .kze/2

�

cos.w�
e /�1

�

: (10.33)

We now verify all conditions of Lemma 10.1.

Verifying Condition C1. By taking the proper function V2 D 0:5z2e , it is not hard

to show that this condition holds with

c D k2; c1 D c2 D 0:5; c3 D 1; c4 D kut ; c0 D 0: (10.34)

Verifying Condition C2. By noting that

ˇ

ˇ

ˇ

ˇ

ˇ

ut sin.w�
e /

p

1C .kze/2
� kutze
p

1C .kze/2

�

cos.w�
e /�1

�

ˇ

ˇ

ˇ

ˇ

ˇ

�

1
p

1C .kze/2
ut .1Ck jzej/ jw�

e j ; (10.35)

condition C2 holds with

�1 D ut ;

�2 D kut : (10.36)

Verifying Condition C3. This condition holds directly from (10.20).

Verifying Condition C4. From (10.34), (10.36), and (10.20), this condition be-

comes
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kut ��wr
�

ut C kut

4�0

�

> 0 , k��wr
�

1C k

4�0

�

> 0: (10.37)

Since �0 is an arbitrarily positive constant, see Lemma 10.1, and �wr can be made

arbitrarily small, we can always pick a positive constant k such that (10.37) holds.

Therefore, we have

jze.t/j � ˛z.�/e��z.t�t0/C�z ; (10.38)

where ˛z.�/; �z and �z are calculated as in Lemma 10.1. From (10.38), the require-

ment of initial conditions such that 1� c.s/ze � ı� > 0 becomes

˛z.�/� 1� ı�

jc.s/j ��z : (10.39)

Boundedness of v

To show that v is bounded, we take the following Lyapunov function

V3 D 1

2
v2; (10.40)

whose time derivative along the solutions of the second equation of (10.22), after

some simple calculation, satisfies

PV3 � � d22

m22

�

1C m11u
2

bm22u
2
t

�

v2Cv

�

1

m22
�wv.t/�

m11u Qr
m22

�

m11u

m22b

�

�k1w�
e � kut sin. �

e /

1C .kze/2
C c.s/ut cos. �

e /

1� c.s/ze
�

u

u2t

�wvmax

m22
tanh

�

w�
e

"1

�wvmax

m22

���

: (10.41)

From (10.41), (10.20), (10.38), and (10.7), it can be shown that

jv.t/j � ˛v.�/e��v.t�t0/C�v; (10.42)

where ˛v.�/ is a nondecreasing function of






�

w�
e .t0/; Qr.t0/;ze.t0/

�




, and �v and �v
are positive constants. The constant �v depends on the environmental disturbances

and the path curvature. Indeed, this constant is equal to zero when there are no

environmental disturbances and c.s/D 0.

Remark 10.2. From (10.39), it is seen that the initial conditions are mainly limited

by the path curvature c.s/. If the initial conditions do not satisfy (10.39), one can

generate a smooth curve segment, ˝0, such that it is tangent to the path ˝ and that

(10.39) holds, see Figure 10.2.
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0( )x t

0( )y t
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Figure 10.2 Overcoming “bad” initial conditions

10.3 Output Feedback

10.3.1 Observer Design

To design an observer that estimates the sway and yaw velocities from the ship

position and orientation measurements, we rewrite (10.1) as follows

Px D ucos. /�v sin. /;

Px1 D F1.x1/CJ1.x1/x2;

Px2 D K2x2 �D2.x2/x2 C�2 C�w2.t/;

(10.43)

where

x1 D
�

y

 

�

; x2 D
�

y

 

�

; F1.x1/D
�

usin. /

0

�

;

�2 D

2

6

4

0

1

m33
�r

3

7

5
; �w2.t/D

2

6

6

4

1

m22
�wv.t/

1

m33
�wr .t/

3

7

7

5

; J1.x1/D

2

4

cos. / 0

0 1

3

5 ;

D2.x2/D

2

6

6

6

4

3
P

iD2

dvi

m22
jvji�1 0

0
3
P

iD2

dri

m33
jr ji�1

3

7

7

7

5

;K2 D

2

6

6

4

� d22

m22
�m11u
m22

.m11�m22/u
m33

� d33

m33

3

7

7

5

:

(10.44)
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If we use the observer designed in [116, 126] and Chapter 9, then the matrix K2

has to be Hurwitz, i.e., the ship has to possess straight-line stability. This limitation

motivates us to seek a new observer in this section. The idea is to find a coordinate

transformation to transform the system (10.1) to a form that does not require K2 to

be a Hurwitz matrix to design an observer. To this end, we define

z2 D x2 ��2.x;x1/; (10.45)

where �2.x;x1/ is a locally Lipschitz vector function, which will be determined

later. Using (10.45), we write the last two equations of (10.43) as follows:

Px1 D F1.x1/CJ1.x1/�2.x;x1/CJ1.x1/z2;

Pz2 D
�

K2 C @�2.x;x1/

@x
g2.x1/�

@�2.x;x1/

@x1

J1.x1/

�

z2 �D2.z2 C

�2.x;x1//.z2 C�2.x;x1//C˚.x;x1/C�2 C�w2.t/; (10.46)

where

˚.x;x1/D K2�2.x;x1/�
@�2.x;x1/

@x
.ucos. /�g2.x1/�2.x;x1//�

@�2.x;x1/

@x1

.F1.x1/CJ1.x1/�2.x;x1// ;

g2.x1/D
�

sin. / 0
�T
; (10.47)

D2.z2 C�2.x;x1//D
2

6

6

6

6

4

3
P

iD2

dvi

m22
jz21C�21.x;x1/ji�1 0

0
3
P

iD2

dri

m33
jz22C�21.x;x1/ji�1

3

7

7

7

7

5

;

where z2i and �2i .x;x1/; i D 1;2, are the first and second elements of z2 and

�2.x;x1/, respectively. From (10.46), one can design a reduced order observer.

However it is often noise-sensitive. We here propose the following observer:

POx1 D F1.x1/CJ1.x1/�2.x;x1/CJ1.x1/Oz2 CK01.x1 � Ox1/;

POz2 D
�

K2 C @�2.x;x1/

@x
g2.x1/�

@�2.x;x1/

@x1

J1.x1/

�

Oz2 �D2.Oz2 C

�2.x;x1//.Oz2 C�2.x;x1//C˚.x;x1/C�2 CK02.x1 � Ox1/ (10.48)

where Ox1 WD Œ Oy O �T and Oz2 are estimates of x1 and z2, respectively, and K01 and

K02 are the observer gains to be selected later. From (10.46) and (10.48), we have

the observer error dynamics:
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PQx1 D �K01 Qx1 CJ1.x1/Qz2;

PQz2 D �K02 Qx1 C
�

K2 C @�2.x;x1/

@x
g2.x1/�

@�2.x;x1/

@x1

J1.x1/

�

Qz2 �
�

D2.z2 C�2.x;x1//.z2 C�2.x;x1//�D2.Oz2C

�2.x;x1//.Oz2 C�2.x;x1//
�

C�w2.t/; (10.49)

where Qx1 WD Œ Qy Q �T D x1 � Ox1, and Qz2 D z2 � Oz2. Now, considering the Lyapunov

function

V0 D QxT
1 P01 Qx1 C QzT

2 P02 Qz2; (10.50)

where P01 and P02 are positive definite matrices, whose time derivative along the

solutions of (10.49) satisfies:

PV0 � � QxT
1 Q01 Qx1 � QzT

2 Q02 Qz2 C�T
w2.t/P02 Qz2 C QzT

2 P02�w2.t/; (10.51)

where

Q01 D K T
01P01 CP01K01;

Q02 D �
�

K2 C @�2.x;x1/

@x
g2.x1/�

@�2.x;x1/

@x1

J1.x1/

�T

P02 �

P02

�

K2 C @�2.x;x1/

@x
g2.x1/�

@�2.x;x1/

@x1

J1.x1/

�

; (10.52)

and we have chosen

P02K02 �J T
1 .x1/P01 D 0 (10.53)

and used the following inequality:

.D2.z2 C�2.x;x1//.z2 C�2.x;x1//�D2.Oz2 C�2.x;x1//

.Oz2 C�2.x;x1///P02 Qz2 C QzT
2 P02 .D2.z2 C�2.x;x1//.z2C

�2.x;x1//�D2.Oz2 C�2.x;x1//.Oz2 C�2.x;x1///� 0: (10.54)

It is not hard to show that there always exist K01, K02 and �2.x;x1/ such that Q01

and Q02 are positive definite and (10.53) holds. For example, one can take

K01 D K T
01 > 0;

K02 D P�1
02 J T

1 .x1/P01;

�2.x;x1/D
�

�m11u
m22

 0

�T

: (10.55)

Therefore (10.51) implies that

kQx0.t/k � '0 kQx0.t0/ke��0.t�t0/C �0; (10.56)
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where '0, �0, and �0 are some positive constants, and Qx0 D Œ Qx1 Qz2�
T . It is noted

that �0 cannot be made arbitrarily small since the ratio
�min.Q02/
�max.P02/

is maximized with

the choice of Q02 D diag.1;1/. By defining an estimate of the velocity vector as

Ox2 D Oz2 C�2.x;x1/; (10.57)

where Ox2 D Œ Ov Or�T , then the velocity observer errors Qx2 D Œ Qv Qr�T satisfy:

k. Qv.t/; Qr.t//k � '0 k Qx0.t0/ke��0.t�t0/C �0: (10.58)

It is seen that when there are no environmental disturbances, the observer errors

globally exponentially tend to zero.

10.3.2 Control Design

The control design in this section is very similar to the one of the state feedback

controller. We therefore present it briefly. Define

O� D arctan

� Ov
u

�

;

Out D
p

u2C Ov2; (10.59)

O �
e D  e C O�:

By denoting Q� D �� O�, using the Taylor series expansion, it can be shown that

ˇ

ˇ Q�.t/
ˇ

ˇD
ˇ

ˇ

ˇ

ˇ

arctan.v=u/� arctan. Ov=u/
.v� Ov/=u

v� Ov
u

ˇ

ˇ

ˇ

ˇ

� 1

u
j Qv.t/j : (10.60)

Similar to the state feedback control design, we apply the following coordinate

transformation

Ow�
e D O �

e C arcsin

 

kze
p

1C .kze/2

!

(10.61)

to (10.48) in conjunction with (10.59). After some simple calculation, we have

Pze D � k Outze
p

1C .kze/2
C Out sin. Ow�

e /
p

1C .kze/2
� .cos. Ow�

e /�1/k Outze
p

1C .kze/2
C

Qv cos. Ow�
e � O�/

p

1C .kze/2
C Qv sin. Ow�

e � O�/kze
p

1C .kze/2
;

POw�
e D Or

�

1� m11

m22

u2

Ou2t

�

� c.s/ Out cos. O �
e /

1� c.s/ze
�
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u

Ou2t

 

d22

m22
OvC

3
X

iD2

dvi

m22
j Ovji�1 Ov

!

C k Out sin. O �
e /

1C .kze/2
C

u

Ou2t
cos. / QyC Qr

�

1� m11

m22

u2

Ou2t

�

C k Qv cos. e/

1C .kze/2
C c.s/ Qv sin. e/

1� c.s/ze
;

POv D �m11u
m22

Or � d22

m22
Ov�

3
X

iD2

dvi

m22
j Ovji�1 OvC cos. / Qy� m11

m22
u Qr;

POr D .m11�m22/u
m33

Ov� d33

m33
Or �

3
X

iD2

dri

m33
j Or ji�1 OrC 1

m33
�r C Q (10.62)

where for simplicity, we have taken

K02 D J T
1 .x1/;

�2.x;x1/D
�

�m11u
m22

 0

�T

: (10.63)

The control design consists of two steps as follows:

Step 1

Introduce the virtual yaw velocity error as

re D Or � Ord ; (10.64)

where Ord is the virtual yaw velocity control which is chosen as

Ord D 1

1� m11

m22

u2

Ou2
t

�

�k1 Ow�
e C c.s/ Out

1� c.s/ze
cos. O �

e /C

u

Ou2t

 

d22

m22
OvC

3
X

iD2

dvi

m22
j Ovji�1 Ov

!

� k Out sin. O �
e /

1C .kze/2
� d1 Ow�

e

.1� c.s/ze/2

!

;

(10.65)

where k1 and d1 are positive constants. The term multiplied by d1 is the nonlinear

damping term to overcome the effect of the observer errors. It is seen that Ord is a

smooth function of s; ze;  e , and Ov. Substituting (10.64) and (10.65) into the second

equation of (10.62) results in

POw�
e D �k1 Ow�

e C re

�

1� m11

m22

u2

Ou2t

�

C Of T
1 .�/ Qx � d1 Ow�

e

.1� c.s/ze/2
; (10.66)

where
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Of1.�/D

2

6

6

6

6

6

6

6

6

6

4

ucos. /

Ou2t
0

c.s/sin. e/

1� c.s/ze
C k cos. e/

1C .kze/2

1� m11
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Ou2t

3

7

7

7

7

7

7

7

7

7

5

; Qx D

2

6

6

6

6

6

6

4

Qy
Q 
Qv
Qr

3

7

7

7

7

7

7

5

: (10.67)

Step 2

Differentiating both sides of (10.64) yields

Pre D .m11�m22/u
m33

Ov� d33

m33
Or �

3
X

iD2

dri

m33
j Or ji�1 OrC 1

m33
�r �

@ Ord
@s

cos. O �
e /

1� c.s/ze
� @ Ord
@ze

sin. O �
e /�

@ Ord
@ e

 

Or � c.s/cos. O �
e /

1� c.s/ze

!

�

@ Ord
@ Ov

 

�m11u
m22

Or � d22

m22
Ov�

3
X

iD2

dvi

m22
j Ovji�1 Ov

!

C Of T
2 .�/ Qx; (10.68)

where

Of2.�/D

2

6

6

6

6

6

6

6

6

4

�@ Ord
@ Ov cos. /

1

@ Ord
@s

sin. e/

1� c.s/ze
� @ Ord
@ze

cos. e/�
@ Ord
@ e

c.s/sin. e/

1� c.s/ze
� @ Ord
@ e

� @ Ord
@ Ov

m11

m22
u

3

7

7

7

7

7

7

7

7

5

: (10.69)

From (10.68), the control �r is designed without canceling the useful nonlinear

damping terms as follows:

�r Dm33

 

�k2re � .m11�m22/u
m33

OvC d33

m33
Ord C

3
X

iD2

dri

m33
j Or ji�1 OrdC

@ Ord
@s

cos. O �
e /

1� c.s/ze
C @ Ord
@ze

Out sin. O �
e /C

@ Ord
@ e

 

Or � c.s/cos. O �
e /

1� c.s/ze

!

� @ Ord
@ Ov �

 

m11u

m22
OrC d22

m22
OvC

3
X

iD2

dvi

m22
j Ovji�1 Ov

!

�
4
X

iD1

d2 Of 22i .�/re � Ow�
e

�

1� m11

m22

u2

Ou2t

��

;

(10.70)
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where k2 and d2 are positive design constants, Of2i .�/ is the i th component of Of2.�/.
Substituting (10.70) into (10.68) yields

Pre D �k2re � d33

m33
re �

3
X

iD2

dri

m33
j Or ji�1 re �

�

1� m11

m22

u2

Ou2t

�

Ow�
e C

Of T
2 .�/ Qx �

4
X

iD1

d2 Of 22i .�/re: (10.71)

We now present the second main result of this chapter, the proof of which is given

in the next section.

Theorem 10.2. Under Assumption 10.2, if the output feedback control law (10.70)

and the observer (10.48) are applied to the ship system (10.1) then there exist fea-

sible initial conditions such that the regulation errors .ze.t/; 
�
e .t// converge to a

ball centered at the origin with an appropriate choice of the design constants k, ki
and di with i D 1; 2. Furthermore when there are no environmental disturbances,

the regulation errors converge to zero asymptotically. In addition, the velocity v.t/

is always bounded.

10.3.3 Stability Analysis

To prove Theorem 10.2, we first consider the . Ow�
e ; re/-dynamics then move to the

. Ov;ze/ dynamics.

. Ow�
e ; re/-dynamics

Consider the following Lyapunov function

V1 D 1

2
Ow�2
e C 1

2
r2e ; (10.72)

whose time derivative along the solutions of (10.66) and (10.71) satisfies

PV1 D �k1 Ow�2
e C Ow�

e
Of T
1 .�/ Qx � d1 Ow�2

e

.1� c.s/ze/2
�k2r2e � d33

m33
r2e �

3
X

iD2

dri

m33
j Or ji�1 r2e C re Of T

2 .�/ Qx �d2r2e
4
X

iD1

Of 22i .�/

� �.k1��11/ Ow�2
e �k2r2e C�12 k Qxk2 ; (10.73)

where �11 and �12 are some positive constants. From (10.73) and (10.56), it is

direct to show that
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�

Ow�
e .t/; re.t/

�



�






�

Ow�
e .t0/; re.t0/

�



e��1.t�t0/C�1; (10.74)

for some positive constants �1 and �1. It is noted that �1 can be made arbitrarily

small by adjusting the design constants k1, k2, d1, and d2.

. Ov;ze/-dynamics

To obtain convergence of ze , we apply Lemma 10.1 to the first equation of (10.62)

by verifying all conditions of this lemma. Indeed, the first equation of (10.62) is in

the form of the system studied in Lemma 10.1 by writing this equation as

Pze D fze.�/Cgze.�/; (10.75)

where

fze.�/D � k Outze
p

1C .kze/2
;

gze.�/D Out sin. Ow�
e /

p

1C .kze/2
� .cos. Ow�

e /�1/
k Outze

p

1C .kze/2
C

Qv cos. Ow�
e � O�/

p

1C .kze/2
C Qv sin. Ow�

e � O�/kze
p

1C .kze/2
: (10.76)

Verifying Condition C1. By taking the Lyapunov function V2 D 0:5z2e , it can be

shown that this condition holds with

c0 D 0; c1 D c2 D 0:5; c3 D 1; c D k2; c4 D k Out : (10.77)

Verifying Condition C2. From (10.76), we have

jgze.�/j � 1
p

1C .kze/2
. Out C1C . Out C1/k jzej/







�

Qv; Ow�
e

�




 ; (10.78)

which implies that condition C2 holds with

�1 D Out C1; �2 D k . Out C1/ : (10.79)

Verifying Condition C3. This condition directly holds from (10.74) and (10.56).

Verifying Condition C4. From (10.77), (10.74), and (10.56), this condition be-

comes

k Out � .�1C �0/

� Out C1

4�0
Ck. Out C1/

�

> 0: (10.80)

It is noted that �1 can be made arbitrarily small but �0 cannot, see (10.56). There-

fore Condition C4 is satisfied if the environmental disturbances are not too large and
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the ship forward speed u is high enough such that (10.80) holds for some positive

constant �0. This can be explained as follows: When there are large environmental

disturbances, the observer cannot estimate sufficiently accurate velocities. In ad-

dition, the low ship speed cannot compensate for the environmental disturbances.

Consequently, the ship under large environmental disturbances in question will di-

verge from the path. All the conditions of Lemma 10.1 have been verified, we have

jze.t/j � ˛z .�/e��z.t�t0/C�z ; (10.81)

where ˛z ; �z and �z are calculated as in Lemma 10.1. The feasibility of initial

conditions such that 1� c.s/ze � ı� > 0 is similar to the case of the state feedback

design, see (10.39).

Similar to the state feedback control design, it is not hard to show that

jv.t/j � ˛v .�/e��v.t�t0/C�v (10.82)

where ˛v; �v and �v are calculated similarly.

10.4 Simulations

This section validates the control laws (10.15) and (10.70) by simulating them

on a monohull ship with the parameters given in Section 5.4. In the simulation,

we assume that the disturbances are �wv D 26 � 104.1C rand.�//, and �wr D
950�105.1C rand.�//, where rand.�/ is random zero-mean noise with the uniform

distribution on the interval Œ�0:5 0:5�. This choice results in nonzero-mean distur-

bances. It should be noted that only boundaries of the environmental disturbances

are needed in our proposed controllers. We simulate both state feedback and output

feedback cases. For both cases, the ship forward speed is 4 m/s.

10.4.1 State Feedback Simulation Results

The initial conditions are chosen as

Œx.0/;y.0/; .0/;v.0/;r.0/�D Œ�250; 50; �0:5; 0; 0� :

The reference path is a circle centered at the origin with a radius of 200 m. The

control parameters are taken as k D 0:5, k1 D k2 D 10, and "i D 0:2. Figure 10.3

plots the ship positions and orientation in the .x;y/-plane. The path-following errors

are plotted in Figure 10.4. It can be seen from this figure that the orientation error

 �
e converges close to zero but not  e due to nonzero sway velocity, and that the

position path-following error, ze , also converges closely to zero. The sway and yaw

velocities and control torque �r are drawn in Figure 10.5. The high control effort
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is due to the fact that we simulate on data of a real ship and large environmental

disturbances. However, the control magnitude is within the limit of the maximum

yaw moment. It is clearly seen from Figure 10.3 that the controller forces the vessel

to move from its initial position to the path in the direction perpendicular to the

circle. When the vessel closes to the path, the controller is able to drive it along the

path in the desired direction. These observations coincide with our control objective.

All the simulation results plotted in Figures 10.3, 10.4, and 10.5 illustrate that our

control goal is achieved as stated in Theorem 10.1. It is noted that for clarity, we

only plot the path-following errors, sway, and yaw velocities, and control input for

the first 20 seconds.

10.4.2 Output Feedback Simulation Results

The initial conditions are

Œx.0/;y.0/; .0/;v.0/;r.0/�D Œ�250; 50; �0:5; �0:2; �0:2� ;
h

Ox.0/; Oy.0/; O .0/; Ov.0/; Or.0/
i

D Œ�220; 40; �0:2; �0:2; 0:1; 0:1� :

The observer gain matrix is matrix chosen as K01 D diag.1:5;1:5/. The control

gains are k D 0:5, k1 D k2 D 15, d1 D d2 D 0:5, and "i D 0:2. The environmental

disturbances are the same as full state feedback case. Simulation results are plot-

ted in Figures 10.6– 10.8. All the comments on the results are similar to the state

feedback simulation results. However, due to the effect of the observer, the perfor-

mance of the output feedback case is slightly worse than the performance of the

state feedback case.

10.5 Conclusions

Although the sway velocity v is controlled in some conventional course-keeping

control systems, see for example [12, 134], using Nomoto’s second-order model,

the sway displacement y is not controlled and can be unbounded. This phenomenon

can be seen from the second equation of (10.1), i.e., Py D usin. /Cv cos. /, that

boundedness of the sway velocity v does not imply that of the sway displacement

y. The controllers proposed in this chapter did control the sway displacement y

and kept the sway velocity v bounded, and cover the ones in [126] where the linear

course stabilization of the underactuated surface ships is addressed. This can be

seen from (10.2) by setting ze D y and the curvature of the path c.s/ equal zero.

The work in this chapter is based on [135]. A combination of the results in this

chapter with the results in [127] is straightforward to cover the case where the roll

and pitch modes are not ignored. By setting the value of k equal zero, the proposed

controllers in this chapter reduce to the conventional course-keeping controllers,
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Figure 10.3 State feedback, ship positions and orientation in the .x;y/-plane: Real path (solid

line) and reference path (dash-dotted line)

see for example [11, 12, 134]. However, the sway displacement will grow linearly

unbounded under nonzero-mean environmental disturbances.

The main limitation of both state feedback and output feedback controllers de-

signed in this chapter is that the ship must not be too far away from the reference

path at the initial time, i.e., the condition (10.3) holds at the initial time t0. This lim-

itation will be removed in the next chapter where a different approach for solving

the path-following problem is proposed.
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Figure 10.4 State feedback, path-following errors: a. Position error ze ; b. Modified heading error

 �
e ; c. True heading error  e
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Figure 10.5 State feedback: a. Sway velocity v; b. Yaw velocity r ; c. Control torque �r
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Figure 10.6 Output feedback, ship positions and orientation in the .x;y/-plane: Real path (solid

line) and reference path (dash-dotted line)
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Figure 10.7 Output feedback, path-following errors: a. Position error ze ; b. Modified heading

error  �
e ; c. True heading error  e
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Figure 10.8 Output feedback results: a. Sway velocity v (solid line) and its estimate Ov (dash-

dotted line); b. Yaw velocity r (solid line) and its estimate Or (dash-dotted line); c. Control torque

�r



Chapter 11

Path-following of Underactuated Ships Using
Polar Coordinates

This chapter is devoted to a different path-following approach from the preceding

chapter. The approach is motivated by the practical experience of steering a ship in

the sense that when traveling in open sea the helmsman first looks at the weather

map, then generates way-points to avoid the vessel moving into bad weather areas.

A continuous reference path curve is then generated so that it goes via (almost) all

of the way-points. It is then practical to steer a vessel so that it is in a tube of nonzero

adjustable diameter centered on the reference path, and moves along the path with

the desired speed. In comparison with the approach in the preceding chapter, the

control system developed in this chapter allows the ship to be far away from the

desired path at the initial time, and covers situations of practical importance such as

parking and point-to-point navigation.

11.1 Control Objective

For the reader’s convenience, the mathematical model of the underactuated ship

moving in surge, sway, and yaw, see Sections 3.4.1.1 and 3.4.1.2, is rewritten as

Px D ucos. /�v sin. /;

Py D usin. /Cv cos. /;

P D r;

PuD
m22

m11
vr �

d11

m11
u�

3
X

iD2

dui

m11
juji�1uC

1

m11
�uC

1

m11
�wu.t/; (11.1)

Pv D �
m11

m22
ur �

d22

m22
v�

3
X

iD2

dvi

m22
jvji�1 vC

1

m22
�wv.t/;

Pr D
.m11�m22/

m33
uv�

d33

m33
r �

3
X

iD2

dri

m11
jr ji�1 rC

1

m33
�r C

1

m33
�wr .t/;

271
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where all of symbols have been defined in Section 3.3. The bounded time-varying

terms, �wu.t/; �wv.t/; and �wr .t/, are the environmental disturbances induced by

waves, wind, and ocean currents with j�wu.t/j � �wumax <1, j�wv.t/j � �wvmax <

1, and j�wr .t/j � �wrmax <1.

In this chapter, we consider a control objective of designing the surge force �u
and the yaw moment �r to force the underactuated ship (11.1) to follow a specified

path ˝ , see Figure 11.1. In this figure, P is the ship’s center of mass and Pd is a

point attached to the virtual ship, which moves along the path with speed of u0. If

we are able to steer the ship to closely follow a virtual ship that moves along the

path with a desired speed u0, then the control objective is fulfilled, i.e., the ship is

in a tube of nonzero diameter centered on the reference path and moves along the

specified path at the speed u0. Roughly speaking, the approach is to steer the ship so

that it heads toward the virtual ship and eliminates the distance between itself and

the virtual ship.

y

x

EY

EX

s

0u

dP

P

e
ez

d

dx

dy

EO

Real ship Virtual ship

Figure 11.1 General framework of ship path-following

Define
xe D xd �x;

ye D yd �x;

 e D  � d ;

ze D
p

x2e Cy2e ;

(11.2)

where

 d D arcsin

�

ye

ze

�

: (11.3)
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With (11.2), the above control objective is mathematically stated as follows.

Control Objective. Under Assumption 11.1, design the surge force �u and the yaw

moment �r to make the underactuated ship (11.1) follow the path ˝ given by

xd D xd .s/; yd D yd .s/; (11.4)

where s is the path parameter variable, such that

lim
t!1

ze.t/� ze;

lim
t!1

j e.t/j �  e; (11.5)

with ze and  e being arbitrarily small positive constants.

Assumption 11.1.

1. The reference path is regular, i.e., 0 < Rmin �
�

@xd

@s

�2

C
�

@yd

@s

�2

�Rmax <1.

2. The minimum radius of the osculating circle of the path is larger than or equal

to the minimum possible turning radius of the ship.

Remark 11.1.

1. Assumption 11.1 ensures that the path is feasible for the ship to follow.

2. The angle  d is not defined at ze D 0 but limze!0 d D �s with �s being the

orientation angle of the virtual ship on the path, see Figure 11.1. Therefore, the

fulfillment of the control objective guarantees that the ship closely follows the

path in terms of both position and orientation. If the reference path is not regular,

then we can often split it into regular pieces and consider each of them separately.

This is a case of point-to-point navigation.

3. The path parameter, s, is not the arclength of the path in general. For example, a

circle with radius of R centered at the origin can be described as xd D Rcos.s/

and yd DR sin.s/, see [136] for more details.

If one differentiates both sides of e D � d to get the P e-dynamics, there will

be discontinuity in the P e-dynamics on the ye-axis. This discontinuity will cause

difficulties in applying the backstepping technique. To get around this problem, we

compute the P e-dynamics based on

sin. e/D
xe sin. /�ye cos. /

ze
;

cos. e/D
xe cos. /Cye sin. /

ze
: (11.6)

We now use (11.2) and (11.6) to transform (11.1) to

Pze D �cos. e/uC sin. e/vC

�

xe

ze

@xd

@s
C
ye

ze

@yd

@s

�

Ps;
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X

iD2

dri
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1

m33
�r C

1

m33
�wr .t/:

(11.7)

It is noted that the P e-dynamic is not defined at  e D ˙0:5� . However, our con-

troller will guarantee j e.t/j < 0:5�; 8 0 � t < 1 for feasible initial conditions.

Therefore, we will design the surge force �u and the yaw moment �r for (11.7) to

yield the control objective. A procedure to design a stabilizer for the path-following

error system (11.7) will be presented in detail. The triangular structure of (11.7)

suggests that we design the actual controls �u and �r in two stages. First, we design

the virtual velocity controls for u, r and choose Ps to ultimately stabilize ze and  e
at the origin. Based on the backstepping technique, controls �u and �r will then be

designed to make the errors between the virtual velocity controls, and their actual

values exponentially tend to a small ball centered at the origin. Since the ship param-

eters are unknown, an adaptation scheme is also introduced in this step to estimate

their values used in the control laws. The nonzero lower bound of ze to guarantee

the existence of  d and the boundedness of the sway velocity, v, are analyzed.

11.2 Control Design

11.2.1 Step 1

The ze and  e dynamics have three inputs that can be chosen to stabilize ze and  e ,

namely Ps; u, and r . The input r should be designed to stabilize the  e-dynamics at

the origin. Therefore, two inputs, Ps, u, can be used to ultimately stabilize ze at the

origin. We can either choose the input u or Ps and then design the remaining input.

If we fix Ps, then the virtual ship is allowed to move at a desired speed. The real

ship will follow the virtual one on the path by the controller, and vice versa. In this

chapter we choose to fix Ps. This allows us to adjust the initial conditions in most

cases without moving the ships, see Section 11.3. Since the transformed system

(11.7) is not defined at ze D 0 and  e D ˙0:5� , we first assume in the following
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that ze.t/� z�
e > 0 and j e.t/j< 0:5�; 8 0� t <1. In Section 11.3, we will then

show that there exist initial conditions such that this hypothesis holds. Define

QuD u�ud ;

Qr D r � rd ;
(11.8)

where ud and rd are the virtual controls of u and r , respectively. As discussed

above, we choose the virtual controls ud and rd , and Ps as follows:

ud D k1.ze � ıe/C

�

xe

ze

@xd

@s
C
ye

ze

@yd

@s

�

u0.t;ze/
r

�

@xd

@s

�2

C
�

@yd

@s

�2
C tan. e/v;

(11.9)

where

rd D �

�

@xd

@s

�

sin. /

ze
�
xe sin. e/

z2e

�

�
@yd

@s

�

cos. /

ze
C
ye sin. e/

z2e

��

�

u0.t;ze/
s

�

@xd

@s

�2

C

�

@yd

@s

�2
�

sin. e/ud C cos. e/v

ze
�k2 e; (11.10)

and

Ps D
u0.t;ze/cos. e/

s

�

@xd

@s

�2

C

�

@yd

@s

�2
; (11.11)

where k1,k2, and ıe are positive constants to be selected later, u0.t;ze/¤ 0; 8t �

t0 � 0, and ze 2 R, is the speed of the virtual ship on the path. Indeed, one can choose

this speed to be a constant. However, the time-varying speed and position path-

following dependence of the virtual ship on the path is more desirable, especially

when the ship starts to follow the path. For example, one might choose

u0.t;ze/D u�
0.1��1e

��2.t�t0//e��3ze ; (11.12)

where u�
0 ¤ 0; �i > 0; i D 1; 2; 3; �1 < 1. The choice of u0.t;ze/ in (11.12) has

the following desired feature: When the path-following error, ze , is large, the virtual

ship will wait for the real one; when ze is small, the virtual ship will move along

the path at the speed closed to u�
0 and the real one follows it within the specified

look-ahead distance. This feature is suitable in practice because it avoids using a

high gain control for large signal ze .

Remark 11.2. If the sway velocity is assumed to be bounded by the surge velocity

as in [129], the term sin. e/v is not required to be canceled. This controller can be

designed similarly to the one in this chapter. Lemma 10.1 can be directly applied to

the stability analysis. It is noted that the sway velocity is not needed to be bounded

by the surge velocity with a relatively small constant.
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Substituting (11.8)–(11.11) into the first two equations of (11.7) results in

Pze D �k1 cos. e/.ze � ıe/� cos. e/ Qu;

P e D �k2 e C
sin. e/

ze
QuC Qr: (11.13)

11.2.2 Step 2

By noting that with ze.t/ � z�
e > 0 and j e.t/j < 0:5�; 8 0 � t < 1, the virtual

controls ud and rd are smooth functions of xe; ye; s; u0;  and v, differentiating

both sides of (11.8) with (11.9) and (11.10) yields

PQuD
m22

m11
vr �

d11

m11
u�

3
X

iD2

dui

m11
juji�1uC

1

m11
�uC

1

m11
�wu.t/�

@ud

@xe
Pxe �

@ud

@ye
Pye �

@ud

@s
Ps�

@ud

@ 
P �

@ud

@u0
Pu0�

@ud

@v
�

 

�
m11

m22
ur �

d22

m22
v�

3
X

iD2

dvi

m22
jvji�1 v

!

�
@ud

@v

1

m22
�wv.t/;

PQr D
.m11�m22/

m33
uv�

d33

m33
r �

3
X

iD2

dri

m11
jr ji�1 rC

1

m33
�r C (11.14)

1

m33
�wr .t/�

@rd

@xe
Pxe �

@rd

@ye
Pye �

@rd

@s
Ps�

@rd

@ 
P �

@rd

@u0
Pu0�

@rd

@v

 

�
m11

m22
ur �

d22

m22
v�

3
X

iD2

dvi

m22
jvji�1 v

!

�
@rd

@v

1

m22
�wv.t/;

where for convenience of choosing u0, the terms
@ud

@xe
,
@ud

@ye
,
@rd
@xe

and
@rd
@ye

do not

include @u0

@xe
and @u0

@ye
, which are lumped into Pu0. From (11.14), we choose the actual

controls �u and �r without canceling useful nonlinear damping terms as

�u D �k3 Qu� O�T1 f1.�/�
sin. e/

ze
 e � O�31 tanh

 

Qu O�31

"1

!

�

O�32
@ud

@v
tanh

 

@ud

@v

Qu O�32

"2

!

; (11.15)

�r D �k4 Qr � O�T2 f2.�/� e � O�33 tanh

 

Qr O�33

"3

!

� O�34
@rd

@v
tanh

 

@rd

@v

Qr O�34

"4

!

;

and the update laws as
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PO�1j D 
1j proj
�

Quf1j .�/; O�1j

�

; 1� j � 9;

PO�2j D 
2j proj
�

Qrf2j .�/; O�2j

�

; 1� j � 9;

PO�31 D 
31proj
�

j Quj ; O�31

�

;

PO�32 D 
32proj
�
ˇ

ˇ

ˇ
Qu @ud

@v

ˇ

ˇ

ˇ
; O�32

�

;

PO�33 D 
33proj
�

j Qr j ; O�33

�

;

PO�34 D 
34proj
�
ˇ

ˇ

ˇ
Qr @rd
@v

ˇ

ˇ

ˇ
; O�34

�

(11.16)

where k3, k4, "i , 
1j , 
2j , 
3i , 1 � i � 4, and 1 � j � 9 are positive constants

to be selected later, and f1j .�/ and f2j .�/ are the j th elements of f1.�/ and f2.�/,

respectively, with

f1.�/D

"

vr �ud �jujud �u2ud �

�

@ud

@xe
Pxe C

@ud

@ye
Pye C

@ud

@s
PsC

@ud

@ 
P C

@ud

@u0
Pu0

�

@ud

@v
ur

@ud

@v
v
@ud

@v
jvjv

@ud

@v
jvj2 v

�T

;

f2.�/D

"

uv �rd �jr jrd �r2rd �

�

@rd

@xe
Pxe C

@rd

@ye
Pye C

@rd

@s
PsC

@rd

@ 
P C

@rd

@u0
Pu0

�

@rd

@v
ur

@rd

@v
v
@rd

@v
jvjv

@rd

@v
jvj2 v

�T

; (11.17)

O�ij ; 1� i � 3 is the j th element of O�i , which is an estimate of �i with

�1 D

"

m22 d11 du2 du3 m11
m211
m22

d22m11

m22

dv2m11

m22

dv3m11

m22

#T

;

�2 D

"

.m11�m22/ d33 dr2 dr3 m33
m11m33

m22

d22m33

m22

dv2m33

m22

dv3m33

m22

#T

;

�3 D

"

�wumax

m11

m22
�wvmax �wrmax

m33

m22
�wvmax

#T

: (11.18)

The operator, proj, is the Lipschitz continuous projection algorithm (repeated here

for the reader’s convenience) as follows:

proj.$; O!/D$ if � . O!/� 0;

proj.$; O!/D$ if � . O!/� 0 and� O! . O!/$ � 0;

proj.$; O!/D .1�� . O!//$ if� . O!/ > 0 and� O! . O!/$ > 0;

(11.19)
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where � . O!/D
O!2�!2

M

�2C2�!M
; � O! . O!/D @�. O!/

@ O!
, � is an arbitrarily small positive con-

stant, O! is an estimate of ! and j!j � !M .

The projection algorithm is such that if PO! D proj($ , O!/ and O!.t0/� !M then

1. O!.t/� !M C �; 80� t0 � t <1;

2. proj($; O!) is Lipschitz continuous,

3. jproj($; O!)j � j$ j ;

4. Q!proj($; O!) � Q!$ with Q! D !� O!.

Substituting (11.15) into (11.14) yields

PQuD �

 

k3

m11
C
d11

m11
C

3
X

iD2

dui

m11
juji�1

!

Qu�
1

m11

sin. e/

ze
 e �

1

m11
O�T1 f1.�/C

1

m11
�T1 f1.�/�

1

m11
O�31 tanh

 

Qu O�31

"1

!

C

1

m11
�wu.t/� O�32

@ud

@v
tanh

 

@ud

@v

Qu O�32

"2

!

�
@ud

@v

1

m22
�wv.t/;

PQr D �

 

k4

m33
C
d33

m33
�

3
X

iD2

dri

m11
jr ji�1

!

Qr �
1

m33
 e �

1

m33
O�T2 f2.�/C

1

m33
�T2 f2.�/�

1

m33
O�33 tanh

 

Qr O�33

"3

!

C
1

m33
�wr .t/�

1

m33
O�34
@rd

@v
tanh

 

@rd

@v

Qr O�34

"4

!

�
@rd

@v

1

m22
�wv.t/: (11.20)

We now present the following result, the proof of which is given in the next section.

Theorem 11.1. Assume that (a) the ship inertia, added mass and damping matri-

ces are diagonal and (b) Assumption 11.1 is satisfied. If the adaptive state feed-

back control law (11.15) and adaptation law (11.16) are applied to the ship system

(11.1) then there exist feasible initial conditions such that the path-following errors

.ze.t/; e.t// converge to a small ball centered at the origin with an appropriate

choice of the design constants ki , "i , 
1j , 
2j , and 
3i for all 1� i � 4; 1� j � 9.

11.3 Stability Analysis

To prove Theorem 11.1, we first consider the . e; Qu; Qr/-dynamics, then move to the

ze- and v-dynamics.
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. e; Qu; Qr/-dynamics

Consider the following Lyapunov function

V1 D
1

2
 2e C

m11

2
Qu2C

m33

2
Qr2C

1

2

3
X

iD1

Q�Ti �
�1
i

Q�i ; (11.21)

where Q�i D �i � O�i and �i D diag
�


ij
�

. Differentiating both sides of (11.21) along

(11.14), (11.15), and (11.16) yields

PV1 � �k2 
2
e � .k3Cd11/ Qu2� .k4Cd33/ Qr2C0:2785

4
X

iD1

"i : (11.22)

By subtracting and adding 1
2

3
P

iD1

Q�Ti �
�1
i

Q�i to the right-hand side of (11.22), we ar-

rive at
PV1 � �ıV1C�; (11.23)

where

ı D min

�

1;2k2;
2.k3Cd11/

m11
;
2.k4Cd33/

m33

�

;

�D
1

2

3
X

iD1

Q�Ti �
�1
i

Q�i C0:2785

4
X

iD1

"i : (11.24)

From (11.23), it is direct to show that

V1.t/� V1.t0/e
�ı.t�t0/C

�

ı
; 8t � t0 � 0; (11.25)

which further yields

min

�

1

2
;
m11

2
;
m33

2

�

kX1.t/k
2 �

kX�
1 .t0/k

2
max

�

1

2
;
m11

2
;
m33

2
;
1

2
1j
;
1

2
2j
;
1

2
3j

�

e�ı.t�t0/C
�

ı
;

(11.26)

where

X1.t/D
�

 e.t/ Qu.t/ Qr.t/
�T
;

X�
1 .t0/D

�

 e.t0/ Qu.t0/ Qr.t0/ Q�T1 .t0/
Q�T2 .t0/

Q�T3 .t0/
�T
:

Therefore we have

kX1.t/k � ˛1e
��1.t�t0/C�1; 8t � t0 � 0; (11.27)
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where

p1 D

v

u

u

u

t

max

�

1

2
;
m11

2
;
m33

2
;
1

2
1j
;
1

2
2j
;
1

2
3j

�

0:5min .1;m11;m33/
;

˛1 D p1 kX�
1 .t0/k ;

�1 D
ı

2
;

�1 D

r

�

0:5ımin .1;m11;m33/
: (11.28)

Remark 11.3. It is important to note that, due to the use of the projection algorithm,

by adjusting k3; k4; "i ; 
1j ; 
2j ; 
3i ; 1 � i � 4; 1 � j � 9, we can make �1 arbi-

trarily small. This observation plays a crucial role in the stability analysis of the

ze-dynamics.

ze-dynamics

Lower-bound of ze . It can be seen from (11.13) and (11.27) that

PQze � �k1 Qze �
�

˛1e
��1.t�t0/C�1

�

; (11.29)

where Qze D ze � ıe , which , with �1 ¤ k1, further yields

Qze.t/� Qze.t0/e
�k1.t�t0/C

p1




X�
1 .t0/







�1�k1

�

e��1.t�t0/� e�k1.t�t0/
�

�

�1

k1

�

1� e�k1.t�t0/
�

: (11.30)

Hence

ze.t/� .ze.t0/C ıe/e
�k1.t�t0/C

p1




X�
1 .t0/







�1�k1

�

e��1.t�t0/� e�k1.t�t0/
�

�

�1

k1

�

1� e�k1.t�t0/
�

C ıe: (11.31)

Therefore, the condition ze.t/� z�
e > 0 holds when

�1 > k1; ıe � z�
e C

�1

k1
;

ze.t0/�
p1




X�
1 .t0/







�1�k1
� ıe: (11.32)
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Upper Bound of ze . We rewrite the first equation of (11.13) as

PQze D �k1 Qze � .cos. e/�1/k1 Qze � cos. e/ Qu: (11.33)

It can be seen that (11.33) is of the form of the system studied in Lemma 10.1.

Therefore, we will apply Lemma 10.1 to investigate stability of (11.33). We need to

verify all conditions C1–C4 of Lemma 10.1 to (11.33).

Verifying Condition C1. Take the following Lyapunov function:

V2 D
1

2
z2e : (11.34)

It is direct to show that C1 holds with

c0 D 0; c1 D c2 D 0:5; c3 D 1; c4 D k1: (11.35)

Verifying Condition C2. By noting that

j.cos. e/�1/k1 Qze � cos. e/ Quj � .k1 j QzejC1/kX1.t/k ;

we have

�1 D 1; �2 D k1: (11.36)

Verifying Condition C3. This condition directly holds from (11.27).

Verifying Condition C4. From (11.35), (11.36), and (11.27), condition C4 becomes

k1�k1�1�0:25�1=�0 > 0: (11.37)

From Remark 11.3 and noting that �0 is an arbitrarily positive constant, we can see

that there always exists k1 such that (11.37) holds. All the conditions of Lemma

10.1 have been verified, and we therefore have

jze.t/j � ˛2
�






�

X�
1 .t0/;ze.t0/

�






�

e��2.t�t0/C�2; (11.38)

where ˛2; �2, and �2 are calculated as in Lemma 10.1.

v-dynamics

From (11.9) and (11.10) the sway velocity dynamics can be rewritten as

Pv D �1.�/vC�2.�/v
2�

dv2

m22
jvjv�

dv3

m22
v3C�3.�/; (11.39)

where
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�1.�/D �
d22

m22
�
m11

m22

�

tan. e/ Qr �
1

ze cos. e/
QuC

�

a2�
sin. e/

ze
a1

�

tan. e/�
a1

ze cos. e/

�

;

�2.�/D �
m11

m22

tan. e/

ze cos. e/
;

�3.�/D �
m11

m22

�

Qu QrCa1 QrC

�

a2C
sin. e/

ze
a1

�

QuC

�

a2C
sin. e/

ze
a1

�

a1

�

C
1

m22
�wv.t/; (11.40)

with

a1 D k1.ze � ıe/C

�

xe

ze

@xd

@s
C
ye

ze

@yd

@s

�

u0.t;ze/
s

�

@xd

@s

�2

C

�

@yd

@s

�2
;

a2 D �

�

@xd

@s

�

sin. /

ze
�
xe sin. e/

z2e

�

�
@yd

@s

�

cos. /

ze
C
ye sin. e/

z2e

��

�

u0.t;ze/
s

�

@xd

@s

�2

C

�

@yd

@s

�2
�k2 e:

To show that v is bounded, we take the following Lyapunov function:

V3 D
1

2
v2; (11.41)

whose derivative along the solutions of (11.39), for any � > 0, satisfies

PV3 � �

�

dv3

m22
��M2 �

�

v4C

�

�M1 C
�M2 C�M3

4�

�

v2C�M3 �; (11.42)

where �Mi ; 1 � i � 3, are the upper bounds of �i .�/. It can be seen from (11.40)

that �Mi exist and are finite since their arguments are bounded as shown above.

Therefore, we can pick � > 0 such that dv3=m22��M2 � > �
� > 0; then, see [6], the

inequality (11.42) guarantees a finite upper-bound of the sway velocity v.

11.4 Discussion of the Initial Condition

We now discuss how to obtain the initial conditions such that j .t/j< 0:5� and the

last inequality of (11.32) holds. Since 0:5 2.t/� V1.t/, from (11.25), the condition

j .t/j< 0:5� can be rewritten as
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v

u

u

t 2e .t0/Cm11 Qu2.t0/Cm33 Qr2.t0/C

3
X

iD1

Q�Ti .t0/�
�1
i

Q�i .t0/C�=ı <
1

2
�: (11.43)

On the other hand, the term
3
P

iD1

Q�Ti .t0/�
�1
i

Q�i .t0/C
�
ı

can be made arbitrarily small.

Noticing that xe.t0/ D x.t0/�xd .s.t0// and ye.t0/ D y.t0/�yd .s.t0//, it can be

seen that the initial value, s.t0/, can be adjusted such that (11.43) holds if:

1. the ship heads toward “almost” of the half-plane containing the initial part of the

path to be followed,

2. the path satisfies Assumption 11.1, see Figure 11.2,

3. the initial velocities u.t0/; v.t0/ and r.t0/ are not too large, and

4. the design constants are chosen such that k1 is small and k2 is large.

The angle ı0 (see Figure 11.2) should be increased if the initial velocities

u.t0/; v.t0/, and r.t0/ are large. Otherwise the ship might cross the edge line of the

plane in question, which might result in  e D ˙0:5� . Similarly the last inequality

of (11.32) is rewritten as

q

.x.t0/�xd .s.t0///
2C .y.t0/�yd .s.t0///

2 �
p1




X�
1 .t0/







�1�k1
� ıe: (11.44)

Again s.t0/ can be adjusted such that (11.44) holds. It is noted that if the above-

mentioned conditions are not satisfied, one might generate an additional path seg-

ment such that it makes the above conditions hold and “smoothly” connects to the

path to be followed.

0

0

Forbidden area

Figure 11.2 Feasible initial conditions
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11.5 Parking and Point-to-point Navigation

11.5.1 Parking

Parking Objective. Design the surge force �u and the yaw moment �r to park the

underactuated ship (11.1) from the initial position and orientation, .x.t0/, y.t0/,

 .t0//, to the desired parking position and orientation of
�

xp;yp; p
�

under the

following conditions:

1. There exists a large enough positive constant $p such that
q

�

x.t0/�xp
�2

C
�

y.t0/�yp
�2

�$p .

2. The ship heads toward “almost” of the half-plane of the desired parking orienta-

tion.

3. At the desired parking position and orientation, the environmental disturbances

are negligible.

The above conditions normally hold for parking practice. However, if the first two

conditions do not hold, one can apply the strategy in the preceding section to move

the ship until they hold. Having formulated the parking problem as above, one might

claim that the path-following controller proposed in Section 11.2 can be applied by

setting u0 equal to zero. However, this will result in a yaw angle that may be very

different from the desired parking one, at the desired parking position, since our

proposed path-following controller is designed to drive ze to a small ball, not to zero

for reasons of robustness. To resolve this problem, we first generate a regular curve,

˝p.xd ;yd /, which goes via the parking position and its tangent angle at the parking

position is equal to the desired parking yaw angle, see Figure 11.3. For simplicity

of calculation, the curve can be taken as a straight line in almost all cases of the

vessel’s initial conditions. Then the proposed path-following controller can be used

to make the vessel follow ˝p.xd ;yd /. In this case, the velocity u0 should be chosen

such that it is equal to zero or tends to zero when the virtual ship tends to the desired

parking position, i.e., limzep!0u0 D 0 with zep D
p

.xd �xp/2C .yd �yp/2.

A simple choice can be taken as

u0 D u�
0.1� e��1zep /e��2ze ; (11.45)

where �i >0; i D 1;2. Special care should be taken when choosing the initial values

of .xd .t0/;yd .t0// and the sign of u0 such that they result in a short parking time.

Remark 11.4. At the desired parking position and orientation, if there are large en-

vironmental disturbances, there will be an oscillatory behavior in the yaw dynam-

ics and the ship might diverge from its desired position. This phenomenon is well

known in dynamic positioning systems, [11]. However, for parking practice, we here

assume that the environmental disturbances are negligible since the parking place is

usually in a harbor.
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Figure 11.3 Ship parking problem

11.5.2 Point-to-point Navigation

As seen in Section 11.1, the requirement of the reference path to be a regular curve

might be too cumbersome in practice, since this curve has to go via desired points

generated by the helmsman, and its derivatives are needed in the path-following

controller. These restrictions motivate us to consider the point-to-point navigation

problem as follows:

Point-to-point Navigation Objective. Design the surge force �u and the yaw mo-

ment �r to make the underactuated ship (11.1) go from the initial position and ori-

entation, .x.t0/;y.t0/; .t0//, via desired points generated by a path planner.

To solve this control objective, we first assume that the path planner generates

desired points, which are feasible for the ship to be navigated through. We then apply

the proposed path-following controller in Section 11.2 to each regular curve segment

connecting desired points in sequence, see Figure 11.4. The regular curve segments

can be straight line, arc, or known regular curves. A fundamental difference between

point-to-point navigation and the proposed smooth path-following is that there are

a finite number of “spikes”, equal to the number of points, in the errors ze and  e .

This phenomenon is due to the path being nonsmooth in the orientation at the points.

11.6 Numerical Simulations

The same 32 m long monohull ship used in Section 5.4 is also used in this section.

The ship parameters are again listed below for the convenience of the reader:
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EO
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EX

Figure 11.4 Point-to-point navigation

m11 D 120�103 kg; m22 D 177:9�103 kg; m33 D 636�105 kgm2;

du D 215�102 kgs-1; du2 D 43�102 kgm�1; du3 D 21:5�102 kgsm�2;

dv D 117�103 kgs-1; dv2 D 23:4�103 kgm�1; dv3 D 11:7�103 kgsm�2;

dr D 802�104 kgm2s�1; dr2 D 160:4�104 kgm2; dr3 D 80:2�104 kgm2s;

dui D 0; dvi D 0; dri D 0; 8i > 3:

This ship has a minimum turning circle with a radius of 150 m, a maximum surge

force of 5:2� 109 N, and the maximum yaw moment of 8:5� 108 Nm. The above

ship parameters are assumed to be those of real ships and are estimated on-line

by adaptation laws (11.16). We assume that these parameters fluctuate around

the above values ˙15% to calculate the maximum and minimum values used in

the choice of the design constants in (11.37). We assume that the environmental

disturbances are �wu D 11� 104.1C rand.�//, �wv D 26� 104.1C rand.�// and

�wr D 950�105.1Crand.�//, where rand.�/ is random noise with the uniform distri-

bution on the interval Œ�0:5 0:5�. This choice results in nonzero-mean disturbances.

In practice, the environmental disturbances may be different. We take the above

disturbances for simplicity of generation. It should be noted that only the bound-

aries of the environmental disturbances are needed in our proposed controller. In

simulations, the control parameters are taken as k1 D 1:5, k2 D 7:5, k3 D 6� 105,

k4 D 3�108, 
1j D 
2j D 
3j D 2�107, "i D 0:2 and ıe D 0:95. The initial condi-

tions are Œx.0/; y.0/;  .0/; u.0/, v.0/; r.0/; s.0/�DŒ-200, -20, � 0.4,0,0,0,0�, and

all initial values of parameter estimates are taken to be 70% of their assumed true

ones.
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Figure 11.5 Path-following: a. Ship position and orientation in the .x;y/-plane; b. Ship position

error ze ; c. Ship orientation error  e

11.6.1 Path-following Simulation Results

The reference is .xd D s; yd D 200 tanh.0:02s// for the first 120 seconds, then fol-

lowed by a circle with a radius of 200 m. The virtual ship velocity on the path is

taken as u0.t;ze/D 5.1�0:8e�2t /e�0:5ze . The simulation results of the ship’s po-

sition and orientation, path-following error ze , and path-following orientation error

 e are plotted in Figure 11.5. The control inputs �u and �r are plotted in Figure 11.6.

For simplicity of presentation, we plot some samples of parameter estimates in Fig-

ure 11.7. It can be seen that the projection algorithm clearly prevents instability in

adaptation due to non-vanishing disturbances.

11.6.2 Point-to-point Simulation Results

For the case of point-to-point navigation, we want the ship to go via points:

..0m;0m/; .400m;200m/; .1000m;200m/; .1400m;0m//, then follow a horizon-

tal straight line. For simplicity, we use straight-line segments to connect the above

desired points. The virtual ship velocity is taken to be the same as for the case of

path-following. The simulation results of the ship position and orientation, path-
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Figure 11.6 Path-following: a. Surge force �u [N]; b.Yaw moment �r [Nm]

following error ze , and path-following orientation error  e are plotted in Figures

11.8 and 11.9. The “spikes” in ze ,  e , �u and �r are due to the nonsmooth reference

path. However, these spikes are moderate in magnitude.

11.6.3 Parking Simulation Results

We assume that the parking position is at the origin and the parking orientation

is  p D �=4 without environmental disturbances at the desired parking place.

We choose u0 D 5.1 � e�0:2zep /e�0:2ze and a straight-line segment starting at

.�20;�20/ with a slope of 1. The simulation results are plotted in Figures 11.10

and 11.11.

In summary, it can be seen from Figures 11.5–11.11 that our proposed controller

is able to force the underactuated ship in question to follow the predefined paths.

The path-following position error ze converges to a small nonzero value specified

by ıe and does not cross zero as expected in the control design. It can be seen from

Figures 11.5 and 11.8 that, under the nonvanishing environmental disturbances, the

proposed controller forces the yaw angle to a small value. This value together with

the ship forward speed prevents the ship from drifting away from the path. The

high magnitude of controls results from the fact that we simulate the proposed con-
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Figure 11.7 Path-following: a. Estimate O�11; b. Estimate O�21; c. Estimate O�31

troller on a real ship and environmental disturbances with large magnitude. Indeed,

the magnitude of the control inputs, can be reduced by adjusting the control and

adaptation gains. However, this will result in a slow transient response. Finally, the

transient response of  e is much shorter than that of ze due to the control gains

chosen such that k2 >> k1 to guarantee a nonzero lower bound of ze .

11.7 Conclusions

The proposed results in this chapter can be readily combined with the observer de-

signs presented in Chapter 7 to design an output feedback path-following system for

an underactuated ship. It is seen from Section 11.2 that the ship should not be too

close to the desired path at the initial time. However, the strategy in Section 11.4 can

be used to overcome the mentioned limitation of the control system proposed in this

chapter. The work presented in this chapter is based on [137, 138]. The approach in

this chapter will be extended to the case of the underactuated underwater vehicle in

six degrees of freedom in Chapter 13.
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Figure 11.8 Point-to-point navigation: a. Ship position and orientation in the .x;y/ plane; b. Ship

position error ze ; c. Ship orientation error  e
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Figure 11.9 Point-to-point navigation: a. Surge force �u [N]; b.Yaw moment �r [Nm]
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Figure 11.10 Parking: a. Ship position and orientation in the .x;y/ plane; b. Ship position error;

c. Ship orientation error in the .x;y/ plane

0 50 100 150 200 250 300 350
0

1

2

3

4

5
x 10

6

Time [s]

τ u [N
]

a

0 50 100 150 200 250 300 350
−1

−0.5

0

0.5

1
x 10

7

Time [s]

τ r [N
m

]

b

Figure 11.11 Parking: a. Surge force �u [N]; b.Yaw moment �r [Nm]



Part IV

Control of Underactuated Underwater

Vehicles



Chapter 12

Trajectory-tracking Control of Underactuated
Underwater Vehicles

This chapter addresses the problem of trajectory-tracking control of underactuated

underwater vehicles. These vehicles do not have independent actuators in the sway

and heave axes. Based on the techniques developed for underactuated surface ships

in Chapters 5, 6, and 7, we present a method to design a controller for an under-

actuated underwater vehicle to globally asymptotically track a reference trajectory

generated by a suitable virtual underwater vehicle. The yaw and pitch reference ve-

locities do not have to satisfy a persistently exciting condition as was often required

in previous literature. Due to the complex dynamics of the underwater vehicles in

comparison with that of the ships, the control design and stability analysis require

more complicated coordinate transformations and techniques than those developed

for underactuated ships in Chapters 5, 6, and 7.

12.1 Control Objective

In this chapter, we consider the following mathematical model of an underactuated

underwater vehicle when nonlinear hydrodynamic damping terms and roll motion

are ignored, see Section 3.4.2.2:

1. Kinematics

Px D cos. /cos.�/u� sin. /vC sin.�/cos. /w;

Py D sin. /cos.�/uC cos. /vC sin.�/sin. /w;

Pz D �sin.�/uC cos.�/w;

P� D q;

P D
r

cos.�/
: (12.1)

2. Kinetics

295
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PuD
m22

m11
vr �

m33

m11
wq�

d11

m11
uC

1

m11
�u;

Pv D �
m11

m22
ur �

d22

m22
v;

Pw D
m11

m33
uq�

d33

m33
w;

Pq D
m33�m11

m55
uw�

d55

m55
q�

�grGML sin.�/

m55
C

1

m55
�q;

Pr D
m11�m22

m66
uv�

d66

m66
rC

1

m66
�r : (12.2)

In (12.1) and (12.2) the symbols (see Figure 12.1) � ,  , q, and r denote the roll,

pitch, and yaw angles and velocities while x, y, z, u, v, and w are the surge, sway,

and heave displacements and velocities, respectively. The available control inputs

are �u, �q , and �r . Since the sway and heave control forces are not available in the

sway and heave dynamics, the underwater vehicle in question is underactuated. No-

tice that (12.1) is not defined when the pitch angle is equal to ˙900. However, dur-

ing practical operations with underwater vehicles, this problem is unlikely to happen

due to the metacentric restoring forces. One way to avoid the singularities is to use

a four-parameter description known as the quaternion. Here, we use the above Euler

parameters because of their physical representation and computational efficiency.

We first assume that j�.t0/j < 0:5� . Then we find feasible initial conditions such

b
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Figure 12.1 Motion variables of an underwater vehicle

that our proposed controller guarantees j�.t/j< 0:5�; 8 t � t0 � 0.

We consider a control objective of designing the control inputs �u, �q , and �r to

force the underactuated vehicle given in (12.1) and (12.2) to asymptotically track a



12.2 Coordinate Transformations 297

reference trajectory generated by the following virtual vehicle

Pxd D cos. d /cos.�d /ud � sin. d /vd C sin.�d /cos. d /wd ;

Pyd D sin. d /cos.�d /ud C cos. d /vd C sin.�d /sin. d /wd ;

Pzd D �sin.�d /ud C cos.�d /wd ;

P�d D qd ;

P d D
rd

cos.�d /
;

Pud D
m22

m11
vd rd �

m33

m11
wdqd �

d11

m11
ud C

1

m11
�ud ; (12.3)

Pvd D �
m11

m22
ud rd �

d22

m22
vd ;

Pwd D
m11

m33
udqd �

d33

m33
wd ;

Pqd D
m33�m11

m55
udwd �

d55

m55
qd �

�grGML sin.�d /

m55
C

1

m55
�qd ;

Prd D
m11�m22

m66
udvd �

d66

m66
rd C

1

m66
�rd ;

where all of the symbols in (12.3) have the same meaning as the real vehicle. In this

section, we impose the following assumption on the reference model (12.3):

Assumption 12.1.

1. The reference signals ud , qd , rd , Pud , Prd , and Pqd are bounded. There exists a

strictly positive constant udmin, such that jud .t/j � udmin; 8 t � 0. The reference

sway and heave velocities satisfy: jvd .t/j< jud .t/j, jwd .t/j< jud .t/j, 8 t � 0.

2. The reference pitch angle satisfies j�d .t/j<
1
2
� , 8 t � 0.

Remark 12.1. The condition jud .t/j � udmin; 8 t � 0, covers both forward and

backward tracking since the reference surge velocity is always nonzero but can be

either positive or negative. Indeed, the condition jud .t/j � udmin; 8 t � 0, is much

less restrictive than a persistently exciting condition on the yaw reference velocity.

The condition jvd .t/j < jud .t/j and jwd .t/j < jud .t/j implies that the underactu-

ated underwater vehicle cannot track a helix with an arbitrarily large curvature and

twist due to the vehicle’s high inertia and underactuation in the sway and heave

directions.

12.2 Coordinate Transformations

Since designing the control inputs �u, �q , and �r to achieve the control directly from

(12.1) and (12.2) is difficult, we interpret the tracking errors in a frame attached to

the vehicle body as follows:
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2
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D
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6

6
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cos. /cos.�/ sin. /cos.�/ �sin.�/ 0 0

�sin. / cos. / 0 0 0
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4
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� ��d

 � d

3

7

7

7

7

7

7

5

: (12.4)

Indeed, convergence of .xe;ye;ze;�e; e/ to the origin implies that of .x�xd ;y�

yd ;z�zd ;� ��d ; � d / since the matrix

2

6

6

6

6

6

6

4

cos. /cos.�/ sin. /cos.�/ �sin.�/ 0 0

�sin. / cos. / 0 0 0

sin.�/cos. / sin.�/sin. / cos.�/ 0 0

0 0 0 1 0

0 0 0 0 1

3

7

7

7

7

7

7

5

is nonsingular for all . ;�/ 2 R
2. We also define the velocity tracking errors as

ue D u�ud ;

ve D v�vd ;

we D w�wd ; (12.5)

qe D q�qd ;

re D r � rd :

Differentiating (12.4) along the solutions of (12.1) and (12.3) yields:

Pxe D ue � .cos.�e/�1C cos.�/cos.�d /.cos. e/�1//ud �

cos.�/sin. e/vd C .sin.�e/� cos.�/sin.�d /.cos. e/�1//wd C

.rd C re/ye � .qd Cqe/ze;

Pye D ve C cos.�d /sin. e/ud � .cos. e/�1/vd � sin.�d /sin. e/wd �

.xe C tan.�/ze/.rd C re/;

Pze D we � .sin.�e/C sin.�/cos.�d /.cos. e/�1//ud � sin.�/sin. e/vd �

.cos.�e/�1C sin.�/sin.�d /.cos. e/�1//wd C tan.�/.rd C re/ye C

.qd Cqe/xe;

P�e D qe;

P e D
re

cos.�/
C

rd

cos.�/cos.�d /
.cos.�d /.1� cos.�e//C sin.�d /sin.�e// :

(12.6)

From (12.6), we can directly see that xe , �e , and  e can be stabilized by ue , qe ,

and re . There are several options to stabilize ye and ze . We can either use qe , re ,

ve , we , xe , �e , or  e . If qe and re are used, the control design will be extremely
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complicated since qe and re enter all of the first three equations of (12.6). On the

other hand, the use of ve and we to stabilize ye and ze will result in an undesired

feature of marine vehicle control practice, namely the vessel will slide in the sway

and heave directions. If we use xe and ze , the reference yaw and heave velocities

must then satisfy persistently exciting conditions. Hence we will choose �e and  e
to stabilize the sway error ye and the heave error ze , respectively. This choice also

coincides with the ship control practice. Toward this end, we define the following

coordinates

z1 D  e C arcsin

 

k1ye
p

1Cx2e Cy2e Cz2e

!

;

z2 D �e � arcsin

 

k2ze
p

1Cx2e Cy2e Cz2e

!

; (12.7)

where the constants ki ; i D 1;2, are such that jki j < 1. These constants will be

specified later. It can be seen that (12.7) is well defined and that convergence of

.z1;ye/ and .z2;ze/ implies that of �e and  e .

Remark 12.2. Using the nonlinear coordinate transformations (12.7) instead of z1 D

 e C k1ye and z2 D �e � k2ze , we avoid the vessel whirling around when ye and

ze are large. If one uses the transformations z1 D  e C arcsin
�

k1ye=
p

1Cy2e

�

and z2 D �e�arcsin
�

k2ze=
p

1Cz2e

�

, the problem of the vessel whirling around is

avoided. Indeed using these coordinate transformations will result in a much simpler

tracking error system than using (12.7). However, these coordinate transformations

make the design of the control inputs �u, �q , and �r difficult because the terms

.xe C tan.�/ze/re and .tan.�/reye Cxeqe/ appear in the ye- and ze-dynamics.

Using the coordinate changes (12.7), the tracking error system in the .xe , ye , ze ,

z1, z2, ue , ve , we , qe , re/ coordinates can be written as:

Pxe D ue � .$2�$C cos.�/cos.�d /.$1�$//$�1ud C

cos.�/k1vd$
�1ye C .k2ze � cos.�/sin.�d /.$1�$//$�1wd C

.rd C re/ye � .qd Cqe/ze Cpx ;

Pye D ve � cos.�d /k1ud$
�1ye � .$1�$/$�1vd C sin.�d /k1wd$

�1ye �

.xe C tan.�/ze/.rd C re/Cpy ;

Pze D we � .k2ze C sin.�/cos.�d /.$1�$//$�1ud C sin.�/k1vd$
�1ye �

.$2�$C sin.�/sin.�d /.$1�$//$�1wd C tan.�/.rd C re/ye C

.qd Cqe/xe Cpz ;

Pz1 D
�

1�k1$
�1
1 .cos.�/xe C sin.�/ze/

�

cos.�/�1re �k1$
�1
1 $�2xeyeue C

fz1Cpz1;

Pz2 D
�

1�k2$
�1
2 xe

�

qe �k2 tan.�/$�1
2 yere Ck2$

�1
2 $�2xezeue Cfz2Cpz2;
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Pue D
m22

m11
vr �

m33

m11
wq�

d11

m11
uC

1

m11
�u� Pud ;

Pve D �
m11

m22
.uere Cuerd Cud re/�

d22

m22
ve;

Pwe D
m11

m33
.ueqe Cueqd Cudqe/�

d33

m33
we;

Pqe D
m33�m11

m55
uw�

d55

m55
q�

�grGML sin.�/

m55
C

1

m55
�q � Pqd ;

Pre D
m11�m22

m66
uv�

d66

m66
rC

1

m66
�r � Prd ;

(12.8)

where, for simplicity, we have defined the following notations:

1. The terms $ , $1 and $2:

$ D

q

1Cx2e Cy2e Cz2e ;

$1 D

q

1Cx2e C .1�k21/y
2
e Cz2e ; (12.9)

$2 D

q

1Cx2e Cy2e C .1�k22/z
2
e :

2. The terms exponentially tend to zero when z1 and z2 do:

px D �..cos.z2/�1/$2� sin.z2/k2ze C cos.�/cos.�d /..cos.z1/�

1/$1C sin.z1/k1ye//$
�1ud C .sin.z2/$2C .cos.z2/�1/�

k2ze � cos.�/sin.�d /..cos.z1/�1/$1C sin.z1/k1ye//$
�1�

wd � cos.�/.sin.z1/$1� .cos.z1/�1/k1ye/$
�1vd ;

py D cos.�d /.sin.z1/$1� .cos.z1/�1/k1ye/$
�1ud � ..cos.z1/�

1/$1C sin.z1/k1ye/$
�1vd � sin.�d /.sin.z1/$1� .cos.z1/�

1/k1ye/$
�1wd ;

pz D �.sin.z2/$2C .cos.z2/�1/k2ze C sin.�/cos.�d /..cos.z1/�

1/$1C sin.z1/k1ye//$
�1ud � ..cos.z2/�1/$2� sin.z2/�

k2ze C sin.�/sin.�d / ..cos.z1/�1/$1C sin.z1/k1ye//$
�1�

wd � sin.�/.sin.z1/$1� .cos.z1/�1/k1ye/$
�1vd ;

pz1 D k1$
�1
1

�

py �ye$
�2.xepx Cyepy Czepz/

�

C cos.�/�1$�1�

..1� cos.z2//$2C sin.z2/k2ze C tan.�d /.sin.z2/C

.cos.z2/�1/k2ze;

pz2 D �k2$
�1
2

�

pz �ze$
�2.xepx Cyepy Czepz/

�

: (12.10)

3. The terms fz1 and fz2:
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fz1 D .$ �$2C tan.�d /k2ze/cos.�/�1$�1Ck1$
�1
1 .ve � cos.�d /�

k1ud$
�1ye �$1�$/$�1vd C sin.�d /k1wd$

�1ye � .xe C

tan.�/ze/rd �ye$
�2 .xe .�.$2�$C cos.�/cos.�d /.$1�$//�

$�1ud C cos.�/k1vd$
�1ye C .k2ze � cos.�/sin.�d /.$1�$//�

$�1wd
�

Cye .ve� cos.�d /k1ud$
�1ye � .$1�$/$�1vd C

sin.�d /k1wd$
�1ye

�

Cze .we � .k2ze C sin.�/cos.�d /.$1�$//�

$�1ud C sin.�/k1vd$
�1ye � .$2�$C sin.�/sin.�d /.$1�$//�

$�1wd
����

;

fz2 D �k2$
�1
2

�

we � .k2ze C sin.�/cos.�d /.$1�$//$�1ud C sin.�/�

k1vd$
�1ye � .$2�$C sin.�/ sin.�d /.$1�$//$�1wd Cxeqd C

tan.�/yerd �ze$
�2 .xe .�.$2�$C cos.�/cos.�d /.$1�$// �

$�1ud C cos.�/k1vd$
�1ye C .k2ze � cos.�/sin.�d /.$1�$//�

$�1wd
�

Cye .ve � cos.�d / k1ud$
�1ye � .$1�$/$�1vd C

sin.�d /k1wd$
�1ye

�

Cze .we � .k2ze C sin.�/cos.�d /�

.$1�$/$�1ud C sin.�/k1vd$
�1ye � .$2�$C

sin.�/sin.�d /.$1�$//$�1wd
����

: (12.11)

It is now clear that the problem of forcing the underactuated underwater vehicle

given in (12.1) and (12.2) to track the virtual ship (12.3) becomes one of stabilizing

the system (12.8). The efforts we have made so far are to put the tracking error dy-

namics in the triangular form of (12.8), and to have the terms �cos.�d /k1ud$
�1ye

and �k2ud$
�1ze in the ye and ze-dynamics, respectively. These terms play an im-

portant role in stabilizing the ye- and ze-dynamics. In the next section we will design

the control inputs �u, �q , and �r to asymptotically stabilize (12.8) at the origin.

12.3 Control Design

The triangular structure of (12.8) suggests that we design the actual controls �u, �q ,

and �r in two stages. First, we design the virtual velocity controls of ue , qe , and re
to asymptotically stabilize xe , ye , ze , z1, z2, we , and ve at the origin. Based on the

backstepping technique, the controls �u, �q , and �r will then be designed to force

the errors between the virtual velocity controls and their actual values exponentially

to zero. Since ue enters the ve- and we-dynamics, we will design a bounded virtual

control of ue to simplify the stability analysis. The virtual controls of qe and re are

chosen to stabilize the z1- and z2-dynamics.
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12.3.1 Step 1

Define the virtual control errors as

Que D ue �ude ; Qqe D qe �qde ; Qre D re � rde ; (12.12)

where ude , qde , and rde are the virtual velocity controls of ue , qe , and re , respectively.

The virtual controls ude , qde , and rde are chosen as follows:

ude D �k0$
�1xe C .$2�$C cos.�/cos.�d /.$1�$//$�1ud �

cos.�/k1vd$
�1ye � .k2ze � cos.�/sin.�d /.$1�$//$�1wd ;

rde D rd1e C rd2e;

qde D qd1e Cqd2e; (12.13)

where

rd1e D
cos.�/

1�k1$
�1
1 .cos.�/xe C sin.�/ze/

�

k1$
�1
1 $�2xeyeu

d
e �fz1

�

;

rd2e D
cos.�/

1�k1$
�1
1 .cos.�/xe C sin.�/ze/

.�c1z1�pz1/ ;

qd1e D
1

1�k2$
�1
2 xe

�

k2 tan.�/$�1
2 yer

d
1e �k2$

�1
2 $�2xezeu

d
e �fz2

�

;

qd2e D
1

1�k2$
�1
2 xe

�

�c2z2Ck2 tan.�/$�1
2 yer

d
1e �pz2

�

; (12.14)

with k0 being a positive design constant to be specified later, and c1 and c2 being

positive constants. It is not hard to show that the virtual control ude is bounded as

ˇ

ˇ

ˇ
ude

ˇ

ˇ

ˇ
� k0C .1Ck21 Ck22/ jud jC jk1vd jC

�

jk2jCk21
�

jwd j WD uem: (12.15)

Remark 12.3. Unlike the standard application of backstepping, in order to reduce

complexity of the controller expressions, we have chosen a simple virtual control

law ude without canceling some known terms. We have written rde D rd1e C rd2e and

qde D qd1e C qd2e to simplify stability analysis, because qd2e and rd2e exponentially

vanish when z1 and z2 do. From (12.14), we observe that rde and qde are Lipschitz

in .xe;ye;ze;z1;z2;ve;we/. This observation plays a crucial role in the stability

analysis of the closed loop system.

12.3.2 Step 2

By differentiating (12.12) along the solutions of (12.14) and (12.6), the actual con-

trols �u, �q , and �r without canceling the useful damping terms are chosen as
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�u D m11

�

��1 Que �
m22

m11
vrC

m33

m11
wqC

d11

m11
.ude Cud /C PudC

Pude Ck1$
�1
1 $�2xeyez1�k2$

�1
2 $�2xezez2

�

;

�r D m66

�

��2 Qre �
m11�m22

m66
uvC

d66

m66
.rde C rd /C Prd C Prde �

�

1�k1$
�1
1 .cos.�/xe C sin.�/ze/

� z1

cos.�/
Ck2 tan.�/$�1

2 yez2

�

;

�q D m55

�

��3 Qqe �
m33�m11

m55
uwC

d55

m55
.qde Cqd /C

�grGML sin.�/

m55
C Pqd C Pqde �

�

1�k2$
�1
2 xe

�

z2

!

; (12.16)

where �i ; i D 1;2;3, are positive constants. Substituting (12.16), (12.13), and

(12.14) into (12.8) yields the closed loop system

Pxe D �k0$
�1xe � .qd Cqe/ze C .rd C re/ye Cpx C Que;

Pye D ve � cos.�d /k1ud$
�1ye � .$1�$/$�1vd C

sin.�d /k1wd$
�1ye � .xe C tan.�/ze/.rd C re/Cpy ;

Pze D we � .k2ze C sin.�/cos.�d /.$1�$//$�1ud C

sin.�/k1vd$
�1ye � .$2�$C sin.�/sin.�d /�

.$1�$//$�1wd C tan.�/.rd C re/ye C

.qd Cqe/xe Cpz ;

Pve D �m11m
�1
22 .u

d
e r
d
1e Cude rd Cud r

d
1e/�

d22

m22
ve �m11m

�1
22 �

..ude Cud /.r
d
2e C Qre/C Que.r

d
e C rd C Qre//;

Pwe D m11m
�1
33 .u

d
e q

d
1e Cude rd Cudq

d
1e/�

d33

m33
we Cm11m

�1
33 �

..ude Cud /.q
d
2e C Qqe/C Que.q

d
e Cqd C Qqe//;

Pz1 D �c1z1C
�

1�k1$
�1
1 .cos.�/xe C sin.�/ze/

�

�

cos.�/�1 Qre �k1$
�1
1 $�2xeye Que;

Pz2 D �c2z2C
�

1�k2$
�1
2 xe

�

Qqe �k2 tan.�/$�1
2 ye Qre Ck2$

�1
2 $�2xeze Que;

PQue D �
�

�1Cd11m
�1
11

�

Que Ck1$
�1
1 $�2xeyez1�k2$

�1
2 $�2xezez2;

PQqe D �
�

�2Cd55m
�1
55

�

Qqe �
�

1�k2$
�1
2 xe

�

z2

PQre D �
�

�3Cd66m
�1
66

�

Qre Ck2 tan.�/$�1
2 yez2�

�

1�k1$
�1
1 .cos.�/xe C sin.�/ze/

�

cos.�/�1z1: (12.17)

We now state the main result of this section, the proof of which is given in the

next section.



304 12 Trajectory-tracking Control of Underactuated Underwater Vehicles

Theorem 12.1. Assume that the reference signals .xd ;yd ;zd ;�d ; d ;vd ;wd / gen-

erated by the virtual vessel model (12.3), and Assumption 12.1 holds. If the state

feedback control law (12.16) is applied to the vessel system (12.1) and (12.2),

then the tracking errors .x.t/� xd .t/, y.t/� yd .t/, z.t/� zd .t/, �.t/� �d .t/,

 .t/� d .t/, v.t/�vd .t/, and w.t/�wd .t// asymptotically converge to zero with

an appropriate choice of the design constants k0, k1, and k2, i.e., the closed loop

system (12.17) is locally asymptotically stable at the origin.

12.4 Stability Analysis

To prove Theorem 12.1, we just need to show that the closed loop system (12.17)

is asymptotically stable at the origin. To simplify stability analysis of this closed

loop system, we observe that (12.17) consists of two subsystems .xe;ye;ze;ve;we/

and .z1;z2; Que; Qqe; Qre/ in an interconnected structure. Therefore we first consider the

.z1;z2; Que; Qqe; Qre/-subsystem then move to .xe;ye;ze;ve;we/-subsystem.

.z1;z2; Que; Qqe; Qre/-subsystem

From the last five equations of (12.17), it is direct to show that this subsystem is

exponentially stable at the origin by taking the following Lyapunov function

V1 D
1

2

�

z21 Cz22 C Qu2e C Qq2e C Qr2e
�

; (12.18)

whose time derivative along the solutions of (12.17) satisfies

PV1 D �c1z
2
1 � c2z

2
2 �

�

�1Cd11m
�1
11

�

Qu2e �
�

�2Cd55m
�1
55

�

Qq2e �
�

�3Cd66m
�1
66

�

Qr2e ;

(12.19)

which in turn implies that

k.z1.t/;z2.t/; Que.t/; Qqe.t/; Qre.t//k �

k.z1.t0/;z2.t0/; Que.t0/; Qqe.t0/; Qre.t0//ke
��1.t�t0/; (12.20)

where

�1 D min
�

c1; c2;
�

�1Cd11m
�1
11

�

;
�

�2Cd55m
�1
55

�

;
�

�3Cd66m
�1
66

��

:

(xe;ye;ze;ve;we)-subsystem

To analyze stability of this subsystem, we consider the following Lyapunov func-

tion:
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V2 D

q

1Cx2e Cy2e Cy2e �1C
1

2
k3
�

v2e Cw2e
�

; (12.21)

where k3 is a positive constant to be specified later. The time derivative of (12.21)

along the solutions of the first five equations of (12.17), after a lengthy but simple

calculation using completed squares, satisfies

PV2 � ��x.t/$
�2x2e ��y.t/$

�2y2e ��z.t/$
�2z2e ��v.t/v

2
e ��w.t/w

2
e C

.�1.�/V2C�2.�//e
��1.t�t0/; (12.22)

where �i .�/; i D 1;2 are some nondecreasing functions of k.z1.t0/;z2.t0/; Que.t0/,

Qqe.t0/; Qre.t0//k,

�x.t/D k0�
k3m11 jrd j"1

m22
�
k3m11uem"1

m22.1�2 jk1j/

�

jk1rd j

1�k21
C
ˇ

ˇk31ud
ˇ

ˇCk21 jvd jC

.k21 Ck22/ jk1wd j
�

�
k3m11 jqd j"1

m33
�
k3m11uem jk2 tan.�/j"1

m33.1�jk2j/
�

�

jk1rd jC
ˇ

ˇk31ud
ˇ

ˇCk21 jvd jC .k21 Ck22/ jk1wd jCuem
�

�

k3m11uem"1

m33.1�jk2j/

�

jk2qd j

1�k21
C
ˇ

ˇk31ud
ˇ

ˇCk21 jk2ud j

�

; (12.23)

�y.t/D k1ud cos.�d /�jk1wd j� "3�k21 .jvd jC jud jC jwd j/�

k3m11uem"1

m22.1�jk2j/

�

k21 .jud jC jwd j/Cjk1vd j
�

�
k3m11uem"1

m22.1�2 jk1j/
�

�

uem jk1jCk21 .jvd jC2 jud jC2 jwd j/C
ˇ

ˇk31wd
ˇ

ˇC2
ˇ

ˇk31vd
ˇ

ˇC

.k21 Ck22/ jk1ud j
�

�
k3m11 jqd j"1

m33

�

k21 .jud jC jwd j/Cjk1vd j
�

�

k3m11uem jk2 tan.�/j"1

m33.1�jk2j/

�

uem jk1jCk21 .jvd jC2 jud jC2 jwd j/C

ˇ

ˇk31
ˇ

ˇ.2 jvd jC jwd j/C .k21 Ck22/ jk1ud j
�

�
k3m11uem"1

m33.1�jk2j/

�

k21 jk2j�

.jud jC jwd j/Cjk1k2j.jvd jC jud j/C
jk2rd j

1�k22

�

�
jk1vd j

4"2
; (12.24)

�z.t/D k2ud � "3�jk1vd j�k22 jwd j�
k3m11 jrd j"1

m22

�

k22 jud jC jk2wd j
�

�

�

k3m11uem jk2 tan.�/j"1

m33.1�jk2j/
C

k3m11uem"1

m22.1�2 jk1j/

�

�

k22C
jk1rd j

1�k21
C

jk2jC jk1k2j.jud jC jwd j//�
k3m11 jqd j"1

m33

�

jk2wd jCk22 jud j
�

�
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k3m11uem"1

m33.1�jk2j/

�

2
ˇ

ˇk32wd
ˇ

ˇC
�

k22 Ck21 jk2j
�

.jud jC jvd jC jwd j/C

jk1k2j.jud jC jvd jC2 jwd j/ ;/ ; (12.25)

�v.t/ D
k3d22

m22
�

1

4"3
�
k3m11 jrd j

m224"1

�

k20 C .k21 Ck22/ jud jC jk1vd jC

jk2wd jCk21 jwd j
�

�
k3m11uem

m22.1�2 jk1j/4"1
.jk1j.uemC2:5C

jrd j.1C tan2.�///Ck22 Ck21 .jud jC3 jvd jC2 jwd j/C .k21 C

k22/ jk1j.jud jC jwd j/Cjk1k2j.jud jC jwd j/
�

C
ˇ

ˇk31
ˇ

ˇ� .jud jC2�

jvd jC jwd j/Cjk2j/�
k3k

2
2m11uem jtan.�/j

m33.1�jk2j/8"1
�

k3k
2
2m11uem

m33.1�jk2j/8"1
;

(12.26)

�w.t/ D
k3d33

m33
�

1

4"3
�
k3m11 jqd j

m334"1

�

k20 C .k21 Ck22/ jud jC jk1vd j C

jk2wd jCk21 jwd j
�

�
k3m11uem jk2 tan.�/j

m33.1�jk2j/8"1
.jk1j.uemC2:5"1C

jrd j.1C tan2.�///Ck22 Ck21 .jud jC3 jvd jC2 jwd j/C .k21 C

k22/ jk1j.jud jC jwd j/Cjk1k2j.jud jC jwd j/C
ˇ

ˇk31
ˇ

ˇ.jud jC jvd jC

jwd j/Cjk2j/�
k3 jk2jm11uem

m33.1�jk2j/4"1

�

k0C .k21 Ck22/ jud jC jk1vd jC

�

jk2jCk22
�

jwd j
�

�
k3m11uem

m33.1�jk2j/4"1

�

jk2j.2:5"1C tan2.�/C

jqd j/Ck21 jk2j.3 jud jC2 jvd jC2 jwd j/Ck22 .jud jC2 jwd j/C
ˇ

ˇk32
ˇ

ˇ.jud jC2 jwd j/C2 jk1k2j.jud jC jvd jC jwd j/
�

; (12.27)

with "i ; i D 1;2;3 being some positive constants, and

�.t/D �d .t/Cz2.t/C arcsin

 

k2ze.t/
p

1Cx2e .t/Cy2e .t/Cz2e .t/

!

: (12.28)

We now choose the design constants ki ; 0� i � 3 such that

�x � ��

x ;

�y.t/� ��

y ;

�z.t/� ��

z ;

�v.t/� ��

v ; (12.29)

�w.t/� ��

w ;
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for all t � t0 � 0 for some positive constants ��

x ; �
�

y ; �
�

z ; �
�

v ; �
�

w , and � being

replaced by

�.t0/D �d .t0/Cz2.t0/C arcsin

 

k2ze.t0/
p

1Cx2e .t0/Cz2e .t0/Cz2e .t0/

!

: (12.30)

Substituting (12.29) into (12.26) yields

PV2 � ���

x$
�2x2e ���

y$
�2y2e ���

z$
�2z2e ���

vv
2
e ���

ww
2
e C

.�1.�/V2C�2.�//e
��1.t�t0/: (12.31)

From (12.31) we have PV2 � .�1.�/V2C�2.�//e
��1.t�t0/, which implies that V2.t/�

�3.�/ with �3.�/ being a class-K function of k.xe.t0/, ye.t0/, ze.t0/, ve.t0/, we.t0/,

z1.t0/, z2.t0/, Que.t0/, Qqe.t0/, Qre.t0//k. Substituting V2.t/��3.�/ into (12.31) results

in

PV2 � ���

x$
�2x2e ���

y$
�2y2e ���

z$
�2z2e ���

vv
2
e ���

ww
2
e C

.�1.�/�3.�/C�2.�//e
��1.t�t0/: (12.32)

From (12.21) and (12.32) it is not hard to show that there exists a nonnegative con-

stant �2 and a class-K function 
2.�/ depending on the initial conditions such that

k.xe.t/;ye.t/;ze.t/;ve.t/;we.t//k � 
2.�/e
��2.t�t0/: (12.33)

The dependence of �2 > 0 on the initial conditions implies that the closed loop

system (12.17) is asymptotically stable at the origin. However one can straight-

forwardly show that (12.17) is also locally exponentially stable at the origin. To

complete the proof of Theorem 12.1, we need to show that there exist the design

constants ki ; 0 � i � 3 such that jk1j < 1; jk2j < 1, condition (12.29) holds, and

that j�.t/j< 0:5� . Before discussing these conditions, we note the following obser-

vations.

1. Under Assumption 12.1, the reference surge velocity ud is always nonzero, and

the magnitudes of the reference sway and heave velocities are always less than

that of the reference surge velocity.

2. The mass, including added masses in the sway and heave dynamics, m22 and

m33, is often larger than that in the surge dynamics,m11, for underwater vehicles,

i.e., m11m
�1
22 < 1 and m11m

�1
33 < 1.

The condition of jk1j < 1 and jk2j < 1 can be satisfied easily by picking small

enough k1 and k2. A close look at (12.29) shows that it always holds if we pick

k1 and k2 such that they are small and have the same sign with the surge reference

velocity ud , and pick large enough k3 for some small positive constants "i ; i D

1;2;3. For example, one can choose "i D jk1j D jk2j. We can see from the above

choice that the value of jk1 j and jk2j should be decreased if jud j is large. This

physically means that the distance from the vessel to the point it aims to track should



308 12 Trajectory-tracking Control of Underactuated Underwater Vehicles

be increased if the surge velocity is large, otherwise the vessel will miss that point.

Furthermore when d22m
�1
22 and d33m

�1
33 are small, jk1 j and jk2j should also be

decreased. Small jk1 j and jk2j also imply a small value of k0. This can be physically

interpreted as follows: If the damping in the sway and heave dynamics is small, the

control gain in the surge dynamics should also be small otherwise the vessel will

slide in the sway and heave directions.

The condition j�.t/j< 0:5� can be written as

j�.t/j � j�d .t/jC
2.�/Cjarcsin.k2
2.�//j< 0:5�:

Hence there always exist initial conditions such that this condition holds under As-

sumption 12.1. Due to complicated expressions of �x.t/; �y.t/; �z.t/; �v.t/ and

�w.t/, we provide some general guidelines to choose the design constants rather

than present their extremely complex explicit expressions.

Select small values for jk1 j and jk2j, set "i D jk1j ; i D 1;2;3, large enough value

for k3. Then increase k3 and/or decrease jk1 j and jk2j until (12.29) holds.

Finally, we note that for the ease of choosing the design constants, one can

replace the absolute values of ud ; vd ; wd and rd in all of the negative terms in

�x.t/; �y.t/; �z.t/; �v.t/ and �w.t/ by their maximum values. The trade-off is

that the control gains ki ; 0� i � 2may be very small, which results in slow conver-

gence of the tracking errors, if the surge reference velocity ud .t/ varies largely, i.e.

udmax >> udmin with udmax and udmin being the maximum and minimum values of

ud .t/, respectively.

12.5 Simulations

This section illustrates the effectiveness of the control law (12.16) by simulating it

on an underwater vehicle with a length of 5.56 m, a mass of 1089:8 kg, and other

parameters taken from [139] as follows:

m11 D 1116 kg; m22 D 2133 kg; m33 D 2133 kg; m44 D 36:7 kgm2;

m55 D 4061 kgm2; m66 D 4061 kgm2; d11 D 25:5 kgs�1; d22 D 138 kgs�1;

d33 D 138 kgs�1; d44 D 10 kgm2s�1; d55 D 490 kgm2s�1; d66 D 490 kgm2s�1;

du2 D 0; du3 D 0; dp2 D 0; dp3 D 0; dq2 D 0; dq3 D 0; dr2 D 0; dr3 D 0;

dv2 D 920:1 kgm�2s; dv3 D 750 kgm�3s2; dw2 D 920:1 kgm�2s;

dw3 D 750 kgm�3s2:

This vehicle has a minimum turning circle with a radius of 75 m, a maximum surge

force of 2� 104 N, a maximum yaw moment of 1:5� 104 Nm, a maximum pitch

moment of 1:5�104 Nm, and the maximum roll moment of 120 Nm.

The reference trajectory is generated by (12.3) with
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�ud D 5d11� .m22vd rd �m33wdqd / ;

�qd D .��d C0:2� P�d /m55� .m33�m11/udwd �d55qd ��grGML sin.�d /;

�rd D �.m11�m22/udvd (12.34)

for the first 200 seconds, and

�ud D 5d11� .m22vd rd �m33wdqd / ;

�qd D .��d C0:2� P�d /m55� .m33�m11/udwd �d55qd ��grGML sin.�d /;

�rd D �.m11�m22/udvd C0:02d66 (12.35)

for the rest of simulation time. This choice means that the reference trajectory is a

straight line for the first 200 seconds followed by a helix with constant curvature

and torsion. The initial conditions are picked as follows:

.x.t0/;y.t0/;z.t0/;�.t0/; .t0/;u.t0/;v.t0/;w.t0/;q.t0/; r.t0//D

.�50;�50;0;0;0;0;0;0;0;0/;

.xd .t0/;yd .t0/;zd .t0/;�d .t0/; d .t0/;ud .t0/;vd .t0/;wd .t0/;qd .t0/; rd .t0//D

.0;0;20;0;0;0;0;10;0;0;0/: (12.36)

Based on the proof of Theorem 12.1, the design constants are chosen as k0 D 0:8,

k1 D k2 D 0:4, ci D 2, and �i D 5with i D 1;2;3. The reference and real trajectories

in three dimensions are plotted in Figure 12.2. The vessel position and orientation

are plotted in Figure 12.3a while the tracking errors are plotted in Figures 12.3b-c.

The control inputs plotted in Figures 12.4a-c. As proven in Theorem 12.1, the track-

ing errors asymptotically converge to the origin. Moreover, the control inputs have

not reached their limits. This means that we still can further shorten the transient

time by increasing the control gains.

12.6 Conclusions

The key to the control development is the coordinate transformations (12.7) to trans-

form the tracking error system, in which the tracking errors are interpreted in the

frame attached to the vehicle body, to a triangular form, to which the backstepping

technique can be applied. The control development in this chapter is based on the

approach developed for underactuated surface ships in Chapter 5.
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Chapter 13

Path-following of Underactuated Underwater
Vehicles

This chapter extends the approach proposed for underactuated surface ships in

Chapter 11 to design a path-following system for six degrees of freedom underac-

tuated underwater vehicles. Although the control design is much more involved in

comparison with that for underactuated surface ships in Chapter 11, it still guaran-

tees that path-following errors asymptotically converge to a ball, with an adjustable

radius, centered on a desired path, and covers both parking and point-to-point navi-

gation problems.

13.1 Control Objective

For the reader’s convenience, we rewrite the mathematical model of an underactu-

ated underwater vehicle, which is described in detail in Section 3.4.2.1, moving in

six degrees of freedom as follows:

P�1 D J1.�2/v1;

M1 Pv1 D �C1.v1/v2 �D1v1 �Dn1.v1/v1 C�1 C�1E ;

P�2 D J2.�2/v2; (13.1)

M2 Pv2 D �C1.v1/v1 �C2.v2/v2 �D2v2 �Dn2.v2/v2 �

g2.�2/C�2 C�2E ;

where J1.�2/ and J2.�2/ are given by

J1.�2/D

2

4

cos. /cos.�/ �sin. /cos.�/C sin.�/sin.�/cos. /

sin. /cos.�/ cos. /cos.�/C sin.�/sin.�/sin. /

�sin.�/ sin.�/cos.�/

sin. /sin.�/C sin.�/cos. /cos.�/

�cos. /sin.�/C sin.�/sin. /cos.�/

cos.�/cos.�/

3

5 ;

313
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J2.�2/D

2

4

1 sin.�/ tan.�/ cos.�/ tan.�/

0 cos.�/ �sin.�/

0 sin.�/=cos.�/ cos.�/=cos.�/

3

5 : (13.2)

The matrices M1 and M2 are

M1 D

2

4

m11 0 0

0 m22 0

0 0 m33

3

5 ; M2 D

2

4

m44 0 0

0 m55 0

0 0 m66

3

5 : (13.3)

The matrices C1.v1/ and C2.v2/ are

C1.v1/D

2

4

0 m33w �m22v

�m33w 0 m11u

m22v �m11u 0

3

5 ;

C2.v2/D

2

4

0 m66r �m55q

�m66r 0 m44p

m55q �m44p 0

3

5 : (13.4)

The linear and nonlinear damping matrices D1, D2, Dn1.v1/, and Dn2.v2/ are

D1 D

2

4

d11 0 0

0 d22 0

0 0 d33

3

5 ; D2 D

2

4

d44 0 0

0 d55 0

0 0 d66

3

5 ;

Dn1.v1/D

2

4

P3
iD2dui juji�1 0 0

0
P3

iD2dvi jvji�1 0

0 0
P3

iD2dwi jwji�1

3

5 ;

Dn2.v2/D

2

4

P3
iD2dpi jpji�1 0 0

0
P3

iD2dqi jqji�1 0

0 0
P3

iD2dri jr j
i�1

3

5 : (13.5)

The restoring force and moment vector g2.�2/ is given by

g2.�2/D

2

6
6
4

�grGMT sin.�/cos.�/

�grGML sin.�/

0

3

7
7
5
: (13.6)

The propulsion force and moment vectors �1 and �2 are

�1 D

2

4

�u

0

0

3

5 ; �2 D

2

4

�p
�q

�r

3

5 ; (13.7)

which imply that the vehicle under consideration does not have independent actu-

ators in the sway and heave. The environmental disturbance vectors �1E and �2E
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are given by

�1E D

2

4

�Eu.t/

�Ev.t/

�Ew.t/

3

5 ; �2E D

2

4

�Ep.t/

�Eq.t/

�Er .t/

3

5 ; (13.8)

where �Eu.t/, �Ev.t/, �Ew.t/, �Ep.t/, �Eq.t/, and �Er .t/ are the environmental

disturbance forces or moments acting on the surge, sway, heave, roll, pitch, and yaw

axes, respectively.

We assume that these disturbances are bounded as follows:

j�Eu.t/j � �max
Eu <1; j�Ev.t/j � �max

Ev <1; j�Ew.t/j � �max
Ew <1;

ˇ
ˇ�Ep.t/

ˇ
ˇ� �max

Ep <1;
ˇ
ˇ�Eq.t/

ˇ
ˇ� �max

Eq <1; j�Er .t/j � �max
Er <1: (13.9)

Since the sway and heave control forces are not available in the sway and heave

dynamics, the vehicle model (13.1) is underactuated.

In this chapter, we consider a control objective of designing the control inputs �1

and �2 to force the underactuated vehicle (13.1) to follow a specified path ˝ , see

Figure 13.1. If we are able to drive the vehicle to follow closely a virtual vessel that

moves along the path with a desired speed u0, then the control objective is fulfilled,

i.e., the vessel is in a tube of nonzero diameter centered on the reference path and

moves along the specified path at the speed u0. Roughly speaking, the approach is to

steer the vessel such that it heads toward the virtual one and diminishes the distance

between the real and the virtual vessels.

Virtual vehicleReal vehicle

EO

EZ

EX

EY

A

sA 0
u

1
a

2
a

3
a

ed

Figure 13.1 General framework of underwater vehicle path-following
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In Figure 13.1,A is the center of the real vehicle andAs is a point on the reference

path attached to the virtual vehicle. Define the following path-following errors

xe D xd �x;

ye D yd �y;

ze D zd �z;

de D

q

x2
e Cy2

e Cz2
e ; (13.10)

where xd ;yd and zd are the coordinates of As . Then the terms ai ; 1 � i � 3 in

Figure 13.1 are obtained from xe; ye and ze by rotating the body frame around the

earth-fixed frame OEXEYEZE the roll, pitch, and yaw angles, i.e.,

2

4

a1

a2

a3

3

5D J1.�2/

2

4

xe

ye

ze

3

5 : (13.11)

Expanding (13.11) yields

a1 D xeJ
11
1 .�2/CyeJ

21
1 .�2/CzeJ

31
1 .�2/;

a2 D xeJ
12
1 .�2/CyeJ

22
1 .�2/CzeJ

32
1 .�2/;

a3 D xeJ
13
1 .�2/CyeJ

23
1 .�2/CzeJ

33
1 .�2/;

(13.12)

where J
ij
1 .�2/ is the element of J1.�2/ at the i th row and j th column. Therefore

the path-following orientation errors are defined by the angles ˛ and ˇ. It is noted

that the angles 
; ˛, and ˇ are not defined at de D 0 but with the aid of a desired

controller, limk.de ;˛;ˇ/k!0.�; /D .�s; s/with �s and  s being the orientation an-

gles of the virtual vessel. Hence in this chapter, we will design a controller such that

it guarantees de � d�
e with d�

e being an arbitrarily small positive constant to avoid

chattering caused by de D 0. With the above definitions, our control objective can

be mathematically stated as follows:

Path-following Objective. Under Assumption 13.1, design the control inputs �1

and �2 to force the underactuated vehicle (13.1) to follow the path ˝ given by

xd D xd .s/;

yd D yd .s/; (13.13)

zd D zd .s/;

where s is the path parameter variable, such that

lim
t!1

de.t/� de; lim
t!1

j˛.t/j � ˛;

lim
t!1

jˇ.t/j � ˇ; lim
t!1

j�.t/j � �;
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with de , �, ˛, and ˇ being arbitrarily small positive constants.

Assumption 13.1. The reference path is regular, i.e. there exist strictly positive con-

stants a3min; a3max; a2min and a2max such that

a3min �

s
�
@xd

@s

�2

C

�
@yd

@s

�2

C

�
@zd

@s

�2

� a3max;

a2min �

s
�
@xd

@s

�2

C

�
@yd

@s

�2

� a2max: (13.14)

Remark 13.1.

1. We might refer to the above objective as a path-tracking one. However, we use

the term “path-following” since our approach is to make the real vehicle follow

the virtual one, see Figure 13.1.

2. Assumption 13.1 ensures that the path is feasible for the vessel to follow, see

Section 13.3. The condition (13.14) implies that the reference trajectory cannot

contain a vertical straight line to avoid singularity of J2.�2/ at the pitch angle

� D ˙0:5� .

3. If the reference path is not regular, then we can often split it into regular pieces

and consider each of them separately. This is the case of point-to-point naviga-

tion, which will be addressed in Section 13.6.

4. The path parameter, s, is not the arc length of the path in general. For example,

a circle with radius R centered at the origin can be described as xd D Rcos.s/

and yd DR sin.s/.

13.2 Coordinate Transformations

From (13.10) and (13.12), we have the position kinematic error dynamics as follows:

Pde D
1

de

�

xe

@xd

@s
Cye

@yd

@s
Cze

@zd

@s

�

Ps�
a1

de

u�
a2

de

v�
a3

de

w: (13.15)

For the path-following orientation errors, referring to Figure 13.1 and the control

objective stated in the previous section, one can see that the following holds

a1

de

D cos.
/D cos.˛/cos.ˇ/; (13.16)

which in turn implies that

(
lim

t!1
˛.t/D 0

lim
t!1

ˇ.t/D 0
, lim

t!1

.t/D 0) lim

t!1

�
a1.t/

de.t/

�

D 1: (13.17)
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Hence we can either choose the angles ˛ and ˇ, or the angle 
 , or the term a1=de as

the orientation coordinates for the control design. We now discuss the above options

and then choose one that results in a simple control design and enhance feasible ini-

tial conditions.

Using Angles ˛ and ˇ. In this case, the path-following orientation errors are defined

as follows, see Figure 13.1:

˛ D e˛ �2�n˛.e˛/;

ˇ D eˇ �2�nˇ .eˇ /;
(13.18)

where

e˛ D

8

<

:

2arctan

�
a3

a1

�

I .a3;a1/¤ .0;0/;

0I .a3;a1/D .0;0/;

eˇ D

8

ˆ̂
ˆ̂

<̂

ˆ̂
ˆ̂

:̂

2arctan

0

B
@

a2
q

a2
1 Ca2

3

1

C
A I

�

a2;

q

a2
1 Ca2

3

�

¤ .0;0/;

0 I

�

a2;

q

a2
1 Ca2

3

�

D .0;0/:

(13.19)

The functions n˛.e˛/ and nˇ .eˇ / take values in .0;˙1;˙2; :::/ such that ˛ and ˇ

belong to .��;��. Hence ˛ and ˇ are periodic and piecewise continuous functions

with respect to e˛ and eˇ . The reason for introducing (13.18) is to convert all equi-

librium points of ˛ and ˇ to the origin. It is seen from (13.19) that e˛ and eˇ are

discontinuous on the following surfaces:

D˛ D f.a1;a3/ W a3 ¤ 0; a1 D 0g ;

Dˇ D

�

.a1;a2;a3/ W a2 ¤ 0;

q

a2
1 Ca2

3 D 0

�

:
(13.20)

It is also seen from (13.18) that ˛ and ˇ are discontinuous on the surfaces:

C˛ D f.a1;a3/ W ˛ D �g ;

Cˇ D f.a1;a2;a3/ W ˇ D �g :
(13.21)

We now use (13.18) to transform the kinematic part of (13.1) to

P�˛ˇ D f s
˛ˇ.�/PsCf u

˛ˇ.�/uCf v
˛ˇ.�/vCf w

˛ˇ.�/wCA˛ˇ.�/J2.�2/v2; (13.22)

where

�˛ˇ D
�

� ˛ ˇ
�T
;

f s
˛ˇ
.�/D F˛ˇ.�/

�

@xd

@s

@yd

@s

@zd

@s

�T

;
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f u
˛ˇ.�/D �F˛ˇ.�/

�

J 11
1 .�2/ J

21
1 .�2/ J

31
1 .�2/

�T
;

f v
˛ˇ.�/D �F˛ˇ.�/

�

J 12
1 .�2/ J

22
1 .�2/ J

32
1 .�2/

�T
;

f w
˛ˇ.�/D �F˛ˇ.�/

�

J 13
1 .�2/ J

23
1 .�2/ J

33
1 .�2/

�T
;

F˛ˇ.�/D
h

0 f 1
˛ˇ
.�/ f 2

˛ˇ
.�/
iT

; (13.23)

A˛ˇ.�/D

2

4

1 0

�cos.˛/ tan.ˇ/ cos.�/C sin.˛/ tan.ˇ/sin.�/

sin.˛/ sin.�/cos.˛/

0

cos.�/sin.�/C tan.ˇ/.sin.�/cos.˛/� cos.�/sin.˛/cos.�/

�.cos.˛/cos.�/cos.�/C sin.˛/sin.�/

3

5 ;

with

f 1
˛ˇ.�/D

1

de cos.ˇ/

�

cos.˛/J 13
1 .�2/� sin.˛/J 11

1 .�2/;

cos.˛/J 23
1 .�2/� sin.˛/J 21

1 .�2/;

cos.˛/J 33
1 .�2/� sin.˛/J 31

1 .�2/
�

;

f 2
˛ˇ.�/D

�

�
sin.ˇ/cos.˛/

de

J 11
1 .�2/C

cos.ˇ/

de

J 12
1 .�2/�

sin.ˇ/sin.˛/

de

J 13
1 .�2/;

�
sin.ˇ/cos.˛/

de

J 21
1 .�2/C

cos.ˇ/

de

J 22
1 .�2/�

sin.ˇ/sin.˛/

de

J 23
1 .�2/;

�
sin.ˇ/cos.˛/

de

J 31
1 .�2/C

cos.ˇ/

de

J 32
1 .�2/�

sin.ˇ/sin.˛/

de

J 33
1 .�2/

�

:

(13.24)

From (13.23), we calculate the determination of the matrix A˛ˇ.�/ as follows:

det.A˛ˇ.�//D �cos.˛/cos.�/� sin.˛/sin.�/cos.�/�

sin.�/sin.�/ tan.ˇ/: (13.25)

It can be seen from (13.25) that the matrix A˛ˇ.�/ is not globally invertible even

when � D 0 and � ¤ ˙0:5� . It is also observed that if we choose the angles ˛ and

ˇ as the orientation coordinates for control design, there are a number of discontin-

uous surfaces, see (13.19), (13.20), and (13.21), which make the stability analysis

difficult.

Using Angle 
 . In this case, the path-following orientation error is defined as fol-

lows, see Figure 13.1:


 D e
 �2�n
 .e
 /; (13.26)
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where

e
 D

8

ˆ̂
ˆ̂

<̂

ˆ̂
ˆ̂

:̂

2arctan

0

B
@

q

a2
2 Ca2

3

a1

1

C
A I

�

a1;

q

a2
2 Ca2

3

�

¤ .0;0/;

0I

�

a1;

q

a2
2 Ca2

3

�

D .0;0/:

(13.27)

The interpretation of the above expressions is similar to that of (13.18) and (13.19).

It can be seen from (13.27) that e
 is discontinuous on the following surface:

D
 D

�

.a1;a2;a3/ W

q

a2
2 Ca2

3 ¤ 0;a1 D 0

�

: (13.28)

It can also be seen from (13.26) that 
 is discontinuous on the surface:

C
 D f.a1;a2;a3/ W 
 D �g : (13.29)

Differentiating both sides of (13.26) results in

P
 D
1

e2

q

a2
2 Ca2

3

�

a1a2

�
@a2

@xe

Pxe C
@a2

@ye

Pye C
@a2

@ze

Pze

@a2

@�
P�

�

C

a1a3

�
@a3

@xe

Pxe C
@a3

@ye

Pye C
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@ze

Pze

@a3

@�
P�

�

�

�
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2 Ca2

3

�
�
@a1

@xe

Pxe C
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@ye

Pye C
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@�
P�

�

C

�
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a2

@a2
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Ca3

@a3

@�

�

�
�

a2
2 Ca2

3

� @a1

@�

�

P�C

�

a1

�

a2

@a2

@ 
Ca3

@a3

@ 

�

�
�

a2
2 Ca2

3

� @a1

@ 

�

P 

�

: (13.30)

Since

2

6
6
4

�

a1

�

a2

@a2

@�
Ca3

@a3

@�

�

�
�

a2
2 Ca2

3

� @a1

@�

�

d2
e

q

a2
2 Ca2

3

3

7
7
5

2

C

2

6
6
4

�

a1

�

a2

@a2

@ 
Ca3

@a3

@ 

�

�
�

a2
2 Ca2

3

� @a1

@

�

d2
e

q

a2
2 Ca2

3

3

7
7
5

2

¤ 0; (13.31)

for all .xe;ye;ze;�; / 2 R
5 and � 2 Rn ˙0:5� , the angle 
 can be chosen as the

orientation coordinate for the control design. However (13.30) will result in a very
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complicated control law.

Using a1=de . By defining

ae D

q

x2
e Cy2

e ;

cos.
1/D
ae

de

cos.�/�
ze

de

sin.�/; (13.32)

cos.
2/D
xe

ae

cos. /C
ye

ae

sin. /;

we can write a1=de as follows

a1

de

D cos.
1/C
ae

de

cos.�/.cos.
2/�1/: (13.33)

Since

ˇ
ˇ
ˇ

ae

de
cos.�/

ˇ
ˇ
ˇ� 1; 8.xe;ye;ze;�/ 2 R

4, the conditions

lim
t!1


1 D 0;

lim
t!1


2 D 0 (13.34)

imply that limt!1.a1=de/D 1. Furthermore, from (13.32) we can write


1 D �C�d ;


2 D  � d ;
(13.35)

where �d D arccos .ae=de/ and  d D arccos .xe=ae/ are the desired orientation an-

gles of the vessel in the horizontal and vertical planes, respectively. Hence (13.34)

also implies the orientation control objective. If one differentiates both sides of

(13.35) to obtain P
1 and P
2, there will be discontinuity in the 
1- and 
2- dynamics

at ze D 0 and/or ye D 0, i.e., on the ae and/or xe axes. This discontinuity will cause

difficulties in applying the backstepping technique. To get around this problem, we

compute P
1 and P
2 based on (13.32) as follows:

P
1 D P�C
Pae sin.�/C Pze cos.�/

de cos.
1/
�

Pde sin.
1/

de cos.
1/
;

P
2 D P C
Pxe sin. /� Pye cos. /

ae cos.
2/
�

Pae sin.
2/

ae cos.
2/
: (13.36)

It can be seen that (13.36) is not defined at 
i D ˙0:5�; i D 1;2, and ae D 0; de D 0.

However, our controller will guarantee that j
i .t/j< 0:5� and de.t/� d�
e ; ae.t/�

a�
e ; 8 t � t0 � 0 with arbitrarily small positive constants d�

e and a�
e and for feasible

initial conditions. From (13.36), we can see that P� and P are decoupled. Hence,

designing a controller to achieve the control objective posed in the previous section

by using the orientation coordinate a1=de would be much simpler than using the

angles 
; ˛, and ˇ. For convenience of control design, we rewrite the transformed
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system dynamics (13.15) and (13.36) as follows:

Pde D
1

de

�

xe

@xd

@s
Cye

@yd

@s
Cze

@zd

@s

�

Ps�
a1

de

u�
a2

de

v�
a3

de

w;

P�2
 D f2
.�/CJ2.�2/v2;

M1 Pv1 D �C1.v1/v2 �D1.v1/v1 C�1 C�1E .t/;

M2 Pv2 D �C1.v1/v1 �C2.v2/v2 �D2.v2/v2 �g2.�2/C�2 C�2E .t/;

(13.37)

where

�2
 D Œ� 
1 
2�
T ;

f2
.�/D

2

4

0

f s
1 PsCf u

1 uCf v
1 vCf w

1 w

f s
2 PsCf u

2 uCf v
2 vCf w

2 w

3

5 ;

f s
1 D$11

@xd

@s
C$12

@yd

@s
C$13

@zd

@s
;

f u
1 D �

�

$11J
11
1 .�2/C$12J

21
1 .�2/C$13J

31
1 .�2/

�

;

f v
1 D �

�

$11J
12
1 .�2/C$12J

22
1 .�2/C$13J

32
1 .�2/

�

; (13.38)

f w
1 D �

�

$11J
13
1 .�2/C$12J

23
1 .�2/C$13J

33
1 .�2/

�

;

f s
2 D$21

@xd

@s
C$22

@yd

@s
;

f u
2 D �

�

$21J
11
1 .�2/C$22J

21
1 .�2/

�

;

f v
2 D �

�

$21J
12
1 .�2/C$22J

22
1 .�2/

�

;

f w
2 D �

�

$21J
13
1 .�2/C$22J

23
1 .�2/

�

;

with

$11 D

�
xe sin.�/

aede cos.
1/
�
xe sin.
1/

d2
e cos.
1/

�

;

$12 D

�
ye sin.�/

aede cos.
1/
�
ye sin.
1/

d2
e cos.
1/

�

;

$13 D

�
cos.�/

de cos.
1/
�
ze sin.
1/

d2
e cos.
1/

�

; (13.39)

$21 D

�
sin. /

ae cos.
2/
�
xe sin.
2/

a2
e cos.
2/

�

;

$22 D

�

�
cos. /

ae cos.
2/
�
ye sin.
2/

a2
e cos.
2/

�

:

Therefore, we will design the control inputs �1 and �2 for (13.37) to yield the

control objective. In Section 13.3, a procedure to design a stabilizer for the path-
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following error system (13.37) is presented in detail. The structure of (13.37) sug-

gests that we design the actual controls �1 and �2 in two stages. First, we design

the virtual velocity controls for u and v2 and choose Ps to ultimately stabilize de and


i ; i D 1;2 at the origin. Based on the backstepping technique, the controls �1 and

�2 will then be designed to make the errors between the virtual velocity controls and

their actual values asymptotically tend to a small ball centered at the origin. Since

the vessel parameters are unknown, an adaptation scheme is also introduced in this

step to estimate their values used in the control laws. We split the control design

procedure into two steps. The first step is to design �1 while the second step takes

care of �2. This allows us to simplify the choice of feasible initial conditions.

Since the transformed system (13.37) is not defined at de.t/ D 0, ae.t/ D 0,


i .t/D ˙0:5�; i D 1;2, we first assume that

de.t/� d�
e ;ae.t/� a�

e ; j
i .t/j< 0:5�; i D 1;2; 8t � t0 � 0; (13.40)

for some positive constants d�
e and a�

e . Our controller design will guarantee (13.40)

for feasible initial conditions.

13.3 Control Design

The de-dynamics have two inputs that can be chosen to stabilize de , namely Ps and

u. We can either choose the input u or Ps and then design the remaining input. If

we fix Ps, then the virtual vessel is allowed to move at a desired speed. The real

vessel will follow the virtual one on the path by the controller, and vice versa. In

this chapter, we choose to fix Ps. This allows us to adjust the initial conditions in

most cases without moving the real vessel, see Section 13.4.

Define

QuD u�ud ; (13.41)

where ud is the intermediate control of u. As discussed above, we choose the inter-

mediate control ud and Ps as follows:

ud D k1.de � ıe/�
1

a1

.a2vCa3w/C
1

de

u0.t;de/

�

xe

@xd

@s
Cye

@yd

@s
Cze

@zd

@s

�

s
�
@xd

@s

�2

C

�
@yd

@s

�2

C

�
@zd

@s

�2
;

(13.42)

Ps D
a1

de

u0.t;de/
s
�
@xd

@s

�2

C

�
@yd

@s

�2

C

�
@zd

@s

�2
; (13.43)

where k1 and ıe are positive constants to be selected later, and u0.t;de/¤ 0; 8t �

t0 � 0; de.t/ 2 R, is the speed of the virtual vessel on the path. Indeed, one can
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choose this speed to be a constant. However, the time-varying speed and position

path-following error dependence of the virtual vessel on the path is more desirable,

especially when the underwater vehicle starts to follow the path. For example, one

might choose

u0.t;de/D u�
0.1��1e

��2.t�t0//e��3de ; (13.44)

where u�
0 ¤ 0; �i > 0; i D 1;2;3; �1 < 1. The choice of u0.t;de/ in (13.44) has the

following desired feature: When the path-following error, de , is large, the virtual

vessel will wait for the real one; when de is small the virtual vessel will move along

the path at the speed closed to u�
0 and the real one follows it within the specified look

ahead distance. This feature is suitable in practice because it avoids using a high-

gain control for large signal de . It is noted that ud is not defined at a1 D 0. Since the

terms a2=a1 and a3=a1 can be written as .a2=de/=.a1=de/ and .a3=de/=.a1=de/,

and recalling that cos.
/ D a1=de , the intermediate control ud is well defined if

(13.40) holds and

j
.t/j< 0:5�; 8t � t0 � 0: (13.45)

We will come back to this issue in Section 13.4.

Remark 13.2.

1. If we design the virtual control ud without canceling the terms a2v and a3w in

the de-dynamics, then the condition (13.45) is not required for ud being well de-

fined. However, an assumption of the sway and heave velocities being bounded is

needed in advance in the stability analysis, i.e. assume stability to prove stability.

2. If the sway and heave velocities are assumed to be bounded by the surge velocity,

the terms a2v and a3w are not required to be canceled either. This controller

can be designed similarly to the one in this chapter. It is noted that the sway

velocity does not require to be bounded by the surge velocity with a relatively

small constant as in [129] for the case of path-following in the horizontal plane.

Substituting (13.42) and (13.43) into the first equation of (13.37) results in

Pde D �k1

a1

de

.de � ıe/�
a1

de

Qu: (13.46)

By noticing that under Assumption 13.1, see (13.40) and (13.45), the intermediate

control ud is a smooth function of xe;ye;ze; s;u0;�2;v, and w, differentiating both

sides of (13.41) with (13.42) and (13.43) yields

PQuD
m22

m11

vr �
m33

m11

wq�
d11

m11

u�

3
X

iD2

dui

m11

juji�1uC
1

m11

�u C

1

m11

�wu.t/�
@ud

@xe

Pxe �
@ud

@ye

Pye �
@ud

@ze

Pze �
@ud

@s
Ps�

@ud

@u0

Pu0 �

@ud

@�2

P�2 �
@ud

@v

 

m33

m22

wp�
m11

m22

ur �
d22

m22

v�

3
X

iD2

dvi

m22

jvji�1 vC
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1

m22

�wv.t/

�

�
@ud

@w

�
m11

m33

uq�
m22

m33

vp�
d33

m33

w�

3
X

iD2

dwi

m33

jwji�1wC
1

m33

�ww.t/

!

; (13.47)

where for convenience of choosing u0, the terms
@ud

@xe
; @ud

@ye
, and

@ud

@ze
do not include

@u0

@xe
; @u0

@ye
and @u0

@ze
, which are lumped into Pu0. From (13.47), we choose the actual

control �1 or �u without canceling useful nonlinear damping terms as

�u D �c1 Qu� O�T
1 f1.�/� O�21 tanh

 

Qu O�21

"21

!

� O�22

@ud

@v
tanh

 

@ud

@v

Qu O�22

"22

!

�

O�23

@ud

@w
tanh

 

@ud

@w

Qu O�23

"23

!

; (13.48)

and the update law as

PO�1j D 
1j proj
�

Quf1j .�/; O�1j

�

; 1� j � 16;

PO�21 D 
21proj
�

j Quj ; O�21

�

;

PO�22 D 
22proj

�ˇ
ˇ
ˇ
ˇ
Qu
@ud

@v

ˇ
ˇ
ˇ
ˇ
; O�22

�

; (13.49)

PO�23 D 
23proj

�ˇ
ˇ
ˇ
ˇ
Qu
@ud

@w

ˇ
ˇ
ˇ
ˇ
; O�23

�

;

where c1; "2i ; 
1j ; 
2i ; 1 � i � 3 and 1 � j � 16; are positive constants to be se-

lected later, and f1j .�/ are the j th elements of f1.�/, respectively, with

f1.�/D

�

vr;�wq;�ud ;�jujud ;�u
2ud ;�

�
@ud

@xe

Pxe C
@ud

@ye

Pye C
@ud

@ze

PzeC

@ud

@s
PsC

@ud

@u0

Pu0 C
@ud

@�2

P�2

�

;�
@ud

@v
wp;

@ud

@v
ur;

@ud

@v
v;
@ud

@v
jvjv;

@ud

@v
v3;�

@ud

@w
uq;

@ud

@w
vp;

@ud

@w
w;
@ud

@w
jwjw;

@ud

@w
w3

�T

; (13.50)

O�ij ; 1� i � 2 is the j th element of O�i , which is an estimate of �i with

�1 D

�

m22;m33;d11;du2;du3;m11;
m11m33

m22

;
m2

11

m22

;
m11d22

m22

;
m11dv2

m22

;

m11dv3

m22

;
m2

11

m33

;
m11m22

m33

;
m11d33

m33

;
m11dw2

m33

;
m11dw3

m33

�T

;
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�2 D

�

�max
wu ;

m11

m22

�max
wv ;

m11

m33

�max
ww

�T

: (13.51)

The operator, proj, is the Lipschitz continuous projection algorithm repeated here

for the convenience of the reader as follows:

proj.$; O!/D$ if � . O!/� 0;

proj.$; O!/D$ if � . O!/� 0 and� O! . O!/$ � 0;

proj.$; O!/D .1�� . O!//$ if� . O!/ > 0 and� O! . O!/$ > 0;

(13.52)

where � . O!/D
O!2�!2

M

�2C2�!M
; � O! . O!/D @�. O!/

@ O!
, � is an arbitrarily small positive con-

stant, O! is an estimate of ! and j!j � !M .

The projection algorithm is such that if PO! D proj($ , O!/ and O!.t0/ � !M and

then

1. O!.t/� !M C �; 80� t0 � t <1;

2. proj($; O!) is Lipschitz continuous,

3. jproj($; O!)j � j$ j ;

4. Q!proj($; O!) � Q!$ with Q! D !� O!.

Substituting (13.48) into (13.47) yields the error dynamics

PQu D �
1

m11

 

c1 Cd11 C

3
X

iD2

dui juji�1

!

QuC
1

m11

�T
1 f1.�/�

1

m11

O�T
1 f1.�/C

1

m11

�wu.t/�
1

m11

O�21 tanh

 

Qu O�21

"21

!

�
@ud

@v

1

m22

�wv.t/�
1

m11

O�22

@ud

@v
�

tanh

 

@ud

@v

Qu O�22

"22

!

�
@ud

@w

1

m33

�ww.t/�
1

m11

O�23

@ud

@w
tanh

 

@ud

@w

Qu O�23

"23

!

:

(13.53)

Define

Qv2 D v2 �v2d ; (13.54)

where v2d D Œpd ;qd ; rd �
T is the intermediate control of v2. Recalling that our goal

is to ultimately stabilize �2
 D Œ�;
1;
2�
T at the origin, the second equation of

(13.37) suggests that we choose this intermediate control as follows:

v2d D J �1
2 .�2/

�

�f2
.�/�K2�2


�

; (13.55)

where K2 D diag.k21;k22;k23/ is a positive definite diagonal matrix. Substituting

(13.54) and (13.55) into the second equation of (13.37) yields

P�2
 D �K2�2
 CJ2.�2/ Qv2: (13.56)
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To design the actual control �2, we first note that under Assumption 13.1, (13.40)

and (13.45), the intermediate control v2d is a smooth function of xe;ye;ze; s;u0;�2,

and v1. Differentiating both sides of (13.54) and multiplying by M2, along the so-

lutions of the last two equations of (13.37) results in

M2
PQv2 D �C2.v2/ Qv2 �D2.v2/ Qv2 CF .�/�3 CG .�/�4.t/C�2; (13.57)

where

F .�/�3 D �C1.v1/v1 �C2.v2/v2d �D2.v2/v2d �g2.�2/�

M2

�
@v2d

@xe

Pxe C
@v2d

@ye

Pye C
@v2d

@ze

Pze C
@v2d

@s
PsC

@v2d

@u0

Pu0C

@v2d

@�2

P�2

�

�M2

@v2d

@v1

M �1
1 .�C1.v1/v2 �D1.v1/v1 C�1/;

G .�/�4.t/D �w2.t/�M2

@v2d

@v1

M �1
1 �w1.t/; (13.58)

with F .�/ 2 R
3�m3 and G .�/ 2 R

3�m4 being the regression matrices, �3 2 R
3�m3

and �4.t/ 2 R
m4 being the vectors of unknown vessel and environmental distur-

bance parameters. For the sake of simplicity, the regression matrices F .�/ and G .�/,

and the vectors �3 and �4.t/ are not written down explicitly. From (13.56) and

(13.57), we choose the actual control �2 and update laws as follows:

�2 D �K3 Qv2 �
�

�T
2
J2.�2/

�T

�F .�/ O�3 �G .�/ O�4; (13.59)

PO�3i D 
3i proj

 
3P

j D1

Qv2jfj i ; O�3i

!

; 1� i �m3;

PO�4i D 
4i proj

 
3P

j D1

ˇ
ˇ Qv2jgj i

ˇ
ˇ; O�4i

!

; 1� i �m4;

(13.60)

where "4i >0; 1� i � 3, 
3j >0; 1� j �m3, 
4l >0; 1� l �m4, K3 D diag.k31,

k32, k33/ is a positive definite diagonal matrix, O�3i is an estimate of the i th element

of �3, and O�4i is an estimate of the maximum value of the i th element of �4.t/. For

simplicity of notation, we have defined

F .�/ O�3 WD

2

6
6
6
6
6
6
4

m3P

iD1

f1i
O�3i

m3P

iD1

f2i
O�3i

m3P

iD1

f3i
O�3i

3

7
7
7
7
7
7
5

; G .�/ O�4 WD

2

6
6
6
6
6
6
4

m4P

iD1

g1i
O�4i tanh

�

"�1
41 Qv21

m2P

iD1

g1i
O�4i

�

m4P

iD1

g2i
O�4i tanh

�

"�1
42 Qv22

m2P

iD1

g2i
O�4i

�

m4P

iD1

g3i
O�4i tanh

�

"�1
43 Qv23

m2P

iD1

g3i
O�4i

�

3

7
7
7
7
7
7
5

;

(13.61)
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with fj i ; 1 � j � 3; 1 � i � m3, being the element in j th column and i th row of

the regression matrix F .�/. Similarly gj i ; 1 � j � 3; 1 � i �m4, is the element in

j th column and i th row of the regression matrix G .�/.

Substituting (13.59) into (13.57) yields the error dynamics

M2
PQv2 D �C2.v2/ Qv2 � .K3 CD2.v2// Qv2 �

�

�T
2
J2.�2/

�T

CF .�/�3 C

G .�/�4.t/�F .�/ O�3 �G .�/ O�4: (13.62)

We now present the main result of this chapter, the proof of which is given in the

next section.

Theorem 13.1. Assume that

1. the vessel inertia, added mass and damping matrices are diagonal;

2. the environmental disturbances are bounded;

3. the vessel parameters are unknown but constant;

4. the reference path satisfies Assumption 13.1.

If the state feedback control laws (13.48) and (13.59), and the update laws (13.49)

and (13.60) are applied to the vessel system (13.1) then there exist feasible initial

conditions such that the path-following errors .x.t/� xd .t/;y.t/� yd .t/;z.t/�

zd .t/;
1.t/;
2.t// converge to a ball centered on the desired path ˝ asymptoti-

cally. Furthermore, the radius of this ball can be made arbitrarily small by adjusting

the control gains.

13.4 Stability Analysis

To prove Theorem 13.1, we first consider the
�

�2
 ; Qv2

�

-subsystem and then the

.de ; Qu/-subsystem.

�

�2
 ; Qv2

�

-subsystem

To investigate stability of this subsystem, we consider the following Lyapunov func-

tion

V1 D
1

2
�T

2
�2
 C
1

2
QvT
2 M2 Qv2 C

1

2

4
X

iD3

Q�T
i � �1

i
Q�i ; (13.63)

where Q�i D �i � O�i and �i D diag
�


ij

�

; 1 � j � m3 for i D 3; 1 � j � m4 for

i D 4. Differentiating both sides of (13.63) along (13.56), (13.60), and (13.62) yields

PV1 � ��T
2
K2�2
 � QvT

2 .D20 CK3/ Qv2 C0:2785

3
X

iD1

"4i ; (13.64)



13.4 Stability Analysis 329

where D20 D diag.d44;d55;d66/ and we have used jxj � x tanh.x=�/ � 0:2785�

for all x 2 R and � > 0. From (13.64), we conclude that �2
 and Qv2 are ultimately

asymptotically stable at the origin. To estimate the upper bound of �2
 and Qv2, we

subtract and add
1

2

4P

iD3

Q�T
i

� �1
i

Q�i to the right-hand side of (13.64) to obtain

PV1 � ��1V1 C�1; (13.65)

where

�1 D min

�

1;2�min .K2/ ;
2�min .D20 CK3/

�max.M2/

�

;

�1 D
1

2

4
X

iD3

Q�T
i � �1

i
Q�i C0:2785

3
X

iD1

"4i : (13.66)

From (13.65), it is direct to show that

V1.t/� V1.t0/e
��1.t�t0/ C

�1

�1

; (13.67)

which further yields




�2
.t/




�

p

2V1.t0/e
�
�1

2
.t�t0/

C

r
2�1

�1

WD ˛�.�/e
�
�1

2
.t�t0/

C��;

k Qv2.t/k �

s

2V1.t0/

�min.M2/
e

�
�1

2
.t�t0/

C

s

2�1

�1�min.M2/
WD ˛v.�/e

�
�1

2
.t�t0/

C�v:

(13.68)

.de; Qu/-subsystem

To analyze the stability of this subsystem more easily, we first consider the Qu-

dynamics and then the de-dynamics.

Qu-dynamics. Consider the following Lyapunov function

V2 D
m11

2
Qu2 C

1

2

2
X

iD1

Q�T
i �

�1
i

Q�i ; (13.69)

where Q�i D �i � O�i and �i D diag
�


ij

�

, 1 � j � 16 for i D 1; 1 � j � 3 for i D 2.

Differentiating both sides of (13.69) along (13.47), (13.48), and (13.49) yields

PV2 � �.c1 Cd11/ Qu2 C0:2785

3
X

iD1

"2i : (13.70)
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Subtracting and adding
1

2

2P

iD1

Q�T
i

� �1
i

Q�i to the right-hand side of (13.70) yields

PV2 � ��2V2 C�2; (13.71)

where

�2 D min

�

1;
2.c1 Cd11/

mmin
11

�

;

�2 D
1

2

2
X

iD1

Q�T
i � �1

i
Q�i C0:2785

3
X

iD1

"2i ; (13.72)

with mmin
11 being the minimum value of m11. From (13.71), it is direct to show that

V2.t/� V2.t0/e
��2.t�t0/ C

�2

�2

; (13.73)

which further yields

j Qu.t/j �
p

2V2.t0/e
��2=2.t�t0/ C

s

2�2

�2

WD ˛u.�/e
��2=2.t�t0/ C�u: (13.74)

Remark 13.3. It is noted that, due to the use of the projection algorithm, by adjusting

K2, K3, c1, "2i , "4i , 
1j , 
2i , 
3n, 
4l , 1 � i � 3, 1 � j � 16, 1 � n � m3, and

1� l �m4, we can make �u, �� and �v arbitrarily small. This observation plays an

important role in the stability analysis of the de-dynamics.

de-dynamics. We first calculate the lower-bound of de . We now show that there

exist initial conditions such that de.t/� d�
e > 0. From (13.46) and (13.16), we have

PQde � �k1
Qde �

�

˛ue
��2=2.t�t0/ C�u

�

; (13.75)

where Qde D de � ıe , which with �2 > 2k1 further yields

Qde.t/� Qde.t0/e
�k1.t�t0/ C

˛u.�/e
�k1.t�t0/

�2=2�k1

�

�1C e�.�2=2�k1/.t�t0/
�

�

�u

k1

�

1� e�k1.t�t0/
�

: (13.76)

Therefore, the condition de.t/� d�
e > 0 holds when

�2 > 2k1; ıe � d�
e C

�u

k1

;de.t0/�
˛u.�/

�2=2�k1

C ıe ��u: (13.77)

We will come back to this issue in the next section. We now calculate the upper-

bound of de . We rewrite (13.46) as
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PQde D �k1
Qde � cos.
/ Qu�k1 .cos.
1/�1/C cos.
/.cos.
2/�1// Qde: (13.78)

Since (13.78) and the . Qu;
1;
2/-subsystem are in the cascade form, one might think

that the stability results developed for cascade systems in [17] and [69] can be ap-

plied. However, the stability results in those papers were developed for cascade

systems without nonvanishing disturbances. In fact, nonvanishing disturbances may

destroy the stability of a cascade system that satisfies all conditions stated in the

above papers. Therefore, we will use Lemma 10.1 to investigate the stability of the

system (13.78) by verifying all conditions C1–C4.

Verifying Condition C1. Take the Lyapunov function

V3 D
1

2
d2

e : (13.79)

It is direct to show that C1 holds with

c0 D 0; c1 D c2 D 0:5; c3 D 1; c4 D k1: (13.80)

Verifying Condition C2. By noting that

ˇ
ˇ
ˇcos.
/ QuCk1 .cos.
1/�1/C cos.
/.cos.
2/�1// Qde

ˇ
ˇ
ˇ�

j QujCk1 .j
1jC j
2j/
ˇ
ˇ
ˇ

Qde

ˇ
ˇ
ˇ ; (13.81)

we have

�1 D 1; �2 D k1: (13.82)

Verifying Condition C3. This condition directly holds from (13.74) and (13.68).

Verifying Condition C4. From (13.80) and (13.82), condition C4 becomes

k1 � max.��;�u/.k1 C0:25�0/ > 0: (13.83)

From Remark 13.3 and noting that �0 is an arbitrarily positive constant, we can see

that there always exists k1 such that (13.83) holds. All conditions of Lemma 10.1

have been verified, and we therefore have

jde.t/j � ˛de .�/e
��de.t�t0/ C�de; (13.84)

where ˛de; �de and �de are calculated as in Lemma 10.1.

.v;w/-dynamics. Expanding (13.55) gives

qd D �
�

J 21
2 .�2/k21�CJ 22

2 .�2/k22
1 CJ 23
2 .�2/k23
2

�

�

J 22
2 .�2/

�

f s
1 PsCf u

1 u
�

�J 23
2 .�2/

�

f s
2 PsCf u

2 u
�

�
�

J 22
2 .�2/f

v
1 CJ 23

2 .�2/f
v

2

�

v�
�

J 22
2 .�2/f

w
1 CJ 23

2 .�2/f
w

2

�

w;
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rd D �
�

J 31
2 .�2/k21�CJ 32

2 .�2/k22
1 CJ 33
2 .�2/k23
2

�

�

J 32
2 .�2/

�

f s
1 PsCf u

1 u
�

�J 33
2 .�2/

�

f s
2 PsCf u

2 u
�

�
�

J 32
2 .�2/f

v
1 CJ 33

2 .�2/f
v

2

�

v�
�

J 33
2 .�2/f

w
1 CJ 33

2 .�2/f
w

2

�

w; (13.85)

where J
ij
2 .�2/ is the element at the i th row and j th of J �1

2
.�2/. To show that the

sway and heave velocities are bounded, we take the following quadratic function

V4 D
1

2
m2

22v
2 C

1

2
m2

33w
2; (13.86)

whose derivative along (13.37), (13.54), and (13.85) satisfies

PV4 � �m22dv3v
4 �m33dw2 jwjw2 �m33dw3w

4 CAmax
3 v2 CAmax

4 w2 C

1

4"5

Amax
1 C

1

4"6

Amax
2 ; (13.87)

where "i > 0; i D 1;2 , Amax
j ;1� j � 4 is the maximum value of Aj with

A1 D �m11m22u
�

Qr �J 31
2 .�2/k21��J 32

2 .�2/k22
1 �J 33
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1 u
�
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��
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A4 D
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m11m22
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!

: (13.88)

It can be seen from (13.88) that Amax
i exist and are finite since their arguments are

bounded as shown above. Hence (13.87) and (13.86) guarantee a finite upper bound

of the sway and heave velocities.

Initial Conditions for j
.t/j< �
2
; j
i .t/j<

�
2
; i D 1;2; 8t � t0 � 0. Since j
i .t/j �




�2
 .t/




 ; i D 1;2; 8t � t0 � 0, from (13.68), it is direct to show that the condition

j
i .t/j< 0:5�; i D 1;2; 8t � t0 � 0 holds if the initial conditions are such that

p

2V1.t0/C
p

2�1=�1 < 0:5�; (13.89)
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which is further equivalent to

v
u
u
t



�2
 .t0/






2
C�max.M2/k Qv2.t0/k

2 C

4
X

iD1

� �1
i








Q�i .t0/







2

C

r

2
�1

�1

<
�

2
; (13.90)

for all t � t0 � 0. It is noted that the terms
4P

iD1

� �1
i






 Q�i .t0/








2

and �1 can be made

arbitrarily small, see Remark 13.3.

From (13.33) and (13.16), the condition j
.t/j < 0:5�; 8t � t0 � 0 holds if the

initial conditions are such that

cos.
1.t//C
ae.t/

de.t/
cos.�.t//.cos.
2.t/�1/ > 0: (13.91)

Under the assumption that j�.t/j< 0:5�; 8t � t0 � 0, the above condition is equiv-

alent to

cos.
1.t//C cos.
2.t// > 1: (13.92)

From (13.68), the condition (13.92) holds if the initial conditions are such that

v
u
u
t



�2
.t0/






2
C�max.M2/k Qv2.t0/k

2 C

4
X

iD1

� �1
i






 Q�i .t0/








2

C

r

2
�1

�1

< arccos.0:5/; 8t � t0 � 0: (13.93)

Since arccos.0:5/ < 0:5� , the condition (13.93) covers the condition (13.90).

Initial Conditions for ae.t/� a�
e > 0; 8t � t0 � 0. Since a2

e D d2
e �z2

e , we have

�
‚…„ƒ

a2
e D 2.de .�k1 cos.
/de Ck1 cos.
/ıe � cos.
/ Qu/�

ze

�
@zd

@s
PsC sin.�/u� cos.�/sin.�/v� cos.�/cos.�/w

��

D �2k1 cos.
/a2
e C2k1 cos.
/z2

e C2k1 cos.
/deıe �2cos.
/de Qu�

2ze

�
@zd

@s
PsC sin.�/u� cos.�/sin.�/v� cos.�/cos.�/w

�

: (13.94)

From (13.94), it is not hard to see that under Assumption 13.1 and de.t/� d�
e > 0,

if there exists a strictly positive constant a0
e such that

ae.t0/� a0
e ; (13.95)

then there exists a strictly positive constant a�
e such that the condition ae.t/� a�

e >

0; 8t � t0 � 0 holds.
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In summary, the feasible initial conditions are such that the conditions (13.77),

(13.93) and (13.95) hold. Roughly speaking, with the above initial conditions, due

to the underactuated configuration in the sway and heave, the sway and heave ve-

locities are not able to push the vehicle to the point ae D 0 and de D 0.

13.5 Discussion of the Initial Condition

We now discuss how to obtain the initial conditions such that (13.77), (13.93), and

(13.95) hold. A close look at these conditions shows that they are always satisfied

by selecting the initial value, s.t0/, if the vessel heads toward the conical space

containing the initial path to be followed, see Figure 13.2. If the vessel does not,

the surge control should be turned off and the yaw and pitch controls should make

the vessel turn until (13.77), (13.93), and (13.95) hold before applying the proposed

path-following controller. The angle ı0 (see Figure 13.2) should be increased if the

initial velocities v1.t0/ and v2.t0/ are large. Otherwise the vessel might cross the

edge-line of the subspace in question, which might result in 
i D ˙0:5� and/or


 D ˙0:5� .

13.6 Parking and Point-to-point Navigation

13.6.1 Parking

Parking Objective. Design the controls �1 and �2 to park the underactuated un-

derwater vehicle (13.1) from the initial position and orientation .x.t0/, y.t0/, z.t0/,

�.t0/, �.t0/,  .t0// to the desired parking position and orientation of .xp , yp , zp ,

�p , �p ,  p/ under the following conditions:

1. There exists a large enough positive constant $p such that

q
�

x.t0/�xp

�2
C
�

y.t0/�yp

�2
C
�

z.t0/�zp
�2

�$p:

2. The vessel heads toward the feasible cone containing the desired parking orien-

tation, see Section 13.5.

3. At the desired parking position and orientation, the environmental disturbances

are negligible.

The above conditions normally hold for parking practice. However, if the first

two conditions do not hold, one can apply the strategy in Section 13.5 to move the

vessel until they do hold. Having formulated the parking problem as above, one

might claim that the path-following controller proposed in Section 13.3 can be ap-

plied by setting u0 equal zero. However, this will result in an orientation that may

be very different from the desired parking one, at the desired parking position, since
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0

0

Edge line

Feasible cone of initial conditions

Figure 13.2 Feasible initial conditions

our proposed path-following controller is designed to drive de to a small ball, not to

zero for reasons of robustness. To resolve this problem, we first generate a regular

curve, ˝p.xd ;yd ;zd /, which goes via the parking position and its orientation at the

parking position is equal to the desired parking condition. For simplicity of calcu-

lation, the curve can be taken as a straight line in almost all cases of the vessel’s

initial conditions. Then the proposed path-following controller can be used to make

the vessel follow ˝p.xd ;yd ;zd /. In this case, the velocity u0 should be chosen

such that it goes to zero when the virtual vessel tends to the desired parking posi-

tion, i.e., limdep!0u0 D 0 with dep D
p

.xd �xp/2 C .yd �yp/2 C .zd �zp/2. A

simple choice can be taken as

u0 D u�
0.1� e��1dep /e��2de ; (13.96)

where �i > 0; i D 1;2. Special care should be taken to choose the initial values of

.xd .t0/;yd .t0/;zd .t0//, see Section 13.5, and the sign of u0 such that it results in a

short parking time.

Remark 13.4. Once at the desired parking position and orientation, if there are large

environmental disturbances, there will be an oscillatory behavior in the yaw and

pitch dynamics, and the vessel might diverge from its desired position. This phe-

nomenon is well known in ship dynamic positioning.

13.6.2 Point-to-point Navigation

As seen in Section 13.1, the requirement that the reference path be a regular curve

might be too cumbersome in practice, since this curve has to go via desired points

generated by the helmsman and its derivatives are needed in the path-following con-

troller. These restrictions motivate us to consider the point-to-point navigation prob-

lem as follows.
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Point-to-point Navigation Objective. Design the surge force �u and the yaw mo-

ment �r to force the underactuated underwater vehicle (13.1) from the initial po-

sition and orientation, .x.t0/;y.t0/;z.t0/;�.t0/;�.t0/; .t0//, to go via the desired

points generated by a path planner.

To achieve this control objective, we first assume that the path planner gener-

ates desired points, which are feasible for the vehicle to be navigated through. We

then apply the path-following controller proposed in Section 13.3 to each regular

curve segments connecting desired points in sequence. The regular curve segments

can be straight line, arc, or known regular curve ones. It is, however, noted that a

fundamental difference between point-to-point navigation and the proposed smooth

path-following is that there are a finite number of “peaks”, equal to the number of

points, in the orientation errors, 
1 and 
2. This phenomenon is because the path is

non-smooth in the orientation at the points.

13.7 Numerical Simulations

This section validates the control laws (13.48) and (13.59) by simulating them on

a 5.56 m long underwater vehicle whose parameters are given in Section 12.5. The

values of the vehicle parameters are assumed to be of the real vessel and are es-

timated on-line by the adaptation laws (13.49) and (13.60). We assume that these

parameters fluctuate around the above values ˙15%. This fluctuation is chosen here

for the purpose of calculating the maximum and minimum values used in the choice

of the design constants. Indeed, a different fluctuation of the vehicle parameters re-

sults in different maximum and minimum values used in the choice of the design

constants. In the simulation, we assume that the environmental disturbances are

�wu D 0:2m11d.t/; �wv D 0:2m22d.t/; �ww D 0:2m33d.t/; �wp D 0:2m44d.t/;

�wq D 0:2m55d.t/; �wr D 0:2m66d.t/;

where d.t/ D 1C 0:1sin.0:2t/. This choice results in nonzero-mean disturbances.

In practice, the environmental disturbances may be different. We take the above dis-

turbances for an illustration of the robustness properties of our proposed controller.

It should be noted that only upper bounds of the environmental disturbances are

needed in our proposed controller.

In the simulation, based on Section 13.3 the control parameters and initial con-

ditions are taken as

k1 D 0:5;c1 D 2; K2 D diag.0:05/; K3 D diag.2/;�i D diag.10/; ıe D 0:2;
�

�1
T .t0/;�2

T .t0/;v1
T .t0/;v2

T .t0/; s.t0/
�T

D

Œ�145;�15;�5;0;0:2;0:5;0;0;0;0;0;0;0�T ;

and all initial values of parameter estimates are taken to be 70% of their as-

sumed true ones. The virtual vessel velocity on the path is taken as u0.t;de/ D

5.1� 0:8e�2t /e�0:5de . The reference path is given by .xd D �90cos.s/, yd D
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90sin.s/;zd D 3s/, i.e., a helix with constant curvature and torsion. Figure 13.3

plots the trajectory of the vessel and the path (dotted line) to be followed in three di-

mensions. The trajectory of the vessel in the horizontal plane and the path following

error are plotted in Figure 13.4. Figure 13.5 plots the control inputs, �u, �r , �p , and

�q . With nonvanishing environmental disturbances, our proposed controller is able

to force the vehicle to follow a predefined path as expected in the control design.

As can be seen in Figure 13.5, de converges to a nonzero small value, i.e., the sway

and heave velocities cannot push the vessel to the point where de D 0. From Figure

13.5, it can be seen that the control inputs are below their limits. Therefore, we can

still further shorten the transient time by increasing the control gains.

13.8 Conclusions

The control scheme developed for path-following of underactuated surface ships

in Chapter 11 was extended to design a path-following system for six degrees of

freedom underactuated underwater vehicles. The key to the development of the pro-

posed path-following system is the proper selection of the coordinate transforma-

tions in Section 13.2. The work presented in this chapter is based on [140, 141].
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Chapter 14

Control of Other Underactuated Mechanical
Systems

This chapter presents several applications of the observer and control design tech-

niques developed in the previous chapters to the control of other underactuated me-

chanical systems including mobile robots and VTOL aircraft. For mobile robots,

a global exponential observer is first designed based on the observer design for

underactuated ships in Chapter 7. Output feedback simultaneous stabilization and

trajectory-tracking, and path-following controllers are then developed using the con-

trol design techniques proposed for underactuated ships in Chapters 6 and 11. For

VTOL aircraft, the observer and control design strategies used for underactuated

ships in Chapters 5 and 6 are utilized to design a global output feedback trajectory-

tracking controller.

14.1 Mobile Robots

14.1.1 Basic Motion Tasks

In order to derive the most suitable feedback controllers for each case, it is conve-

nient to classify the possible motion tasks as follows:

� Point-to-point motion: The robot must reach a desired goal configuration starting

from a given initial configuration, see Figure 14.1a.

� Path-following: The robot must reach and follow a geometric path in the Carte-

sian space starting from a given initial configuration (on or off the path), see

Figure 14.1b.

� Trajectory-tracking: The robot must reach and follow a trajectory in the Cartesian

space (i.e., a geometric path with an associated timing law) starting from a given

initial configuration (on or off the trajectory), see Figure 14.1c.

The three tasks are sketched in Figure 14.1with reference to a three wheel car-like

robot. Execution of these tasks can be achieved using either feedforward commands,

or feedback control, or a combination of the two. Indeed, feedback solutions exhibit

341
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Figure 14.1 Basic motion tasks for a mobile robot

an intrinsic degree of robustness. Explanations of the above motion tasks are similar

to those of ocean vehicles, see Section 3.2.

14.1.2 Modeling and Control Properties

14.1.2.1 Modeling

We consider a unicycle-type mobile robot, which under the assumption of no wheel

slips has the following dynamics [142]:
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P� D J .�/!; (14.1)

M P! D �C . P�/!�D!C�;

where � D Œx y ��T denotes the position .x;y/, the coordinates of the middle point,

P0, between the left and right driving wheels, and heading angle � of the robot

coordinated in the earth-fixed frame OXY , see Figure 14.2, ! D Œ!1 !2�T , with

!1 and !2 being the angular velocities of the wheels of the robot, � D Œ�1 �2�T ,

with �1 and �2 being the control torques applied to the wheels of the robot. The

rotation matrix J .�/, mass matrix M , Coriolis matrix C . P�/, and damping matrix

D in (14.1) are given by

J .�/ D r

2

2

4

cos.�/ cos.�/

sin.�/ sin.�/

b�1 �b�1

3

5 ; M D
�

m11 m12

m12 m11

�

;

C . P�/ D
�

0 c P�
�c P� 0

�

; D D
�

d11 0

0 d22

�

; (14.2)

with

c D 1

2b
r2mca; m11 D 1

4b2
r2.mb2 CI /CIw ; m12 D 1

4b2
r2.mb2 �I /;

m D mc C2mw ; I D mca2 C2mwb2 CIc C2Im; (14.3)

where mc and mw are the masses of the body and wheel with a motor; Ic ;Iw ,

and Im are the moments of inertia of the body about the vertical axis through Pc

(center of mass), the wheel with the rotor of a motor about the wheel axis, and the

wheel with the rotor of a motor about the wheel diameter, respectively; r , a, and b

are defined in Figure 14.2; the nonnegative constants d11 and d22 are the damping

coefficients. If these damping coefficients are zero, we have an undamped case. On

the other hand, if the damping coefficients are positive, we have a damped case.

We take the physical parameters from [142]: b D 0:75 m, a D 0:3 m, r D 0:15

m, mc D 30 kg, mw D 1 kg, Ic D 15:625 kgm2, Iw D 0:005 kgm2, Im D 0:0025

kgm2, d11 D d22 D 5 kgs�1 for numerical simulations. For convenience, we convert

the wheel angular velocities .!1;!2/ of the robot to its linear, v, and angular, w,

velocities by:

$ D B�1!; B D 1

r

�

1 b

1 �b

�

; (14.4)

where $ D Œv w�T and B is invertible since det.B/ D �2b=r . With (14.4), we can

write the robot dynamics (14.1) as follows:

Px D v cos.�/;

Py D v sin.�/;

P� D w; (14.5)

M P$ D �C .w/$ �D$ CB�;
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Figure 14.2 Robot parameters

where

M D B�1MB D
�

Nm11 0

0 Nm22

�

;

C .w/ D B�1C . P�/B D
"

0 �bcw
c

b
w 0

#

;

D D B�1DB D
� Nd11

Nd12

Nd21
Nd22

�

; B D B
�1

; (14.6)

Nm11 D m11 Cm12; Nm22 D m11 �m12;

Nd11 D 1

2
.d11 Cd22/; Nd12 D b

2
.d11 �d22/;

Nd21 D 1

2b
.d11 �d22/; Nd22 D 1

2
.d11 Cd22/:

14.1.2.2 Control Properties

Since the last equation of (14.5) is a square system if we consider the robot velocities

v and w as outputs and the torques �1 and �2 as inputs, we only need to investigate

control properties of the first three equations of (14.5), i.e., we investigate the control

properties of the robot kinematic model:

Px D v cos.�/;

Py D v sin.�/;

P� D w: (14.7)

From the first two equations of (14.7), the nonholonomic constraint is
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Px sin.�/� Py cos.�/ D 0: (14.8)

Controllability at a Point. The tangent linearization of (14.7) at any point �e is the

linear system

PQ� D

2

4

cos.�e/

sin.�e/

0

3

5v C

2

4

0

0

1

3

5w; Q� D ���e ; (14.9)

which is clearly not controllable. This implies that a linear controller will never

achieve posture stabilization, not even in a local sense. In order to study the control-

lability of the unicycle, we need to use tools from nonlinear control theory [4]. Let

us define

g1 D

2

4

cos.�/

sin.�/

0

3

5 ; g2 D

2

4

0

0

1

3

5 : (14.10)

It is easy to check that the accessibility rank condition is satisfied globally (at any

�e), since

rank Œg1 g2 Œg1;g2�� D 3; (14.11)

where the Lie bracket Œg1;g2� of the two input vector fields g1 and g2 is

Œg1;g2� D @g2

@�
g1 � @g1

@�
g2 D

2

4

sin.�/

�cos.�/

0

3

5 : (14.12)

Since the system is driftless, condition (14.11) implies its controllability. Control-

lability can also be shown constructively, i.e., by providing an explicit sequence of

maneuvers bringing the robot from any start configuration .xs;ys;�s/ to any desired

goal configuration .xg ;yg ;�g/. Since the unicycle can rotate on itself, this task is

simply achieved by an initial rotation on .xs;ys/ until the unicycle is oriented to-

ward .xg ;yg/, followed by a translation to the goal position, and by a final rotation

on .xg ;yg/ so as to align � with �g . As for the stabilizability of system (14.9) to a

point, the failure of the previous linear analysis indicates that exponential stability

cannot be achieved by smooth feedback [5]. Things turn out to be even worse: If

smooth (in fact, even continuous) time-invariant feedback laws are used, Lyapunov

stability is not applicable. This negative result is established on the basis of a nec-

essary condition due to Brockett [21]: Smooth stabilizability of a driftless regular

system (i.e., such that the input vector fields are well defined and linearly indepen-

dent at �e) requires a number of inputs equal to the number of states. The above

difficulty has a deep impact on the control design. In fact, to obtain a posture stabi-

lizing controller it is either necessary to give up the continuity requirement and/or
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to resort to time-varying control laws.

Controllability About a Trajectory. Given a desired Cartesian motion for the uni-

cycle mobile robot, it may be convenient to generate a corresponding state trajec-

tory �d .t/ D .xd .t/;yd .t/;�d .t//. In order to be feasible, the latter must satisfy the

nonholonomic constraint on the vehicle motion or, equivalently, be consistent with

(14.8). The generation of �d .t/ and of the corresponding reference velocity inputs

vd .t/ and wd .t/ will be addressed properly.

Defining the state tracking error as Q� D ���d and the input variations as Qv D v�
vd and Qw D w � wd , the tangent linearization of system (14.7) about the reference

trajectory is

PQ� D

2

4

0 0 �vd sin.�d /

0 0 vd cos.�d /

0 0 0

3

5 Q�C

2

4

cos.�d / 0

sin.�d / 0

0 1

3

5

�

Qv
Qw

�

D A.t/ Q�CB.t/

�

Qv
Qw

�

:

(14.13)

Since the linearized system is time-varying, a necessary and sufficient controllability

condition is that the controllability Grammian is nonsingular. However, a simpler

analysis can be conducted by defining the state tracking error as

Q�R D

2

4

cos.�d / sin.�d / 0

�sin.�d / cos.�d / 0

0 0 1

3

5 Q�: (14.14)

Using (14.7), we obtain

PQ�R D

2

4

0 wd 0

�wd 0 vd

0 0 0

3

5 Q�R C

2

4

1 0

0 0

0 1

3

5

�

Qv
Qw

�

: (14.15)

When vd and wd are constant, the above linear system becomes time-invariant and

controllable, since matrix

C D ŒB AB A2B� D

2

4

1 0 0 0 �w2
d

vd wd

0 0 �wd vd 0 0

0 1 0 0 0 0

3

5 (14.16)

has rank 3 provided that either vd or wd are nonzero. Therefore, we conclude that

the kinematic system (14.7) can be locally stabilized by linear feedback about tra-

jectories that consist of linear or circular paths, executed with constant velocity.
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14.1.2.3 Feedback Linearizability

Based on the previous discussion, it is easy to see that the driftless nonholonomic

system (14.7) cannot be transformed into a linear controllable one using static state

feedback. In particular, the controllability condition (14.11) implies that the dis-

tribution generated by vector fields g1 and g2 is not involutive, thus violating the

necessary condition for full-state feedback linearizability [4]. However, when ma-

trix

G .�/ D

2

4

cos.�/ 0

sin.�/ 0

0 1

3

5 (14.17)

has full column rank, two equations can always be transformed via feedback into

simple integrators (input–output linearization and decoupling). The choice of the

linearizing outputs is not unique and can be accommodated for special purposes as

illustrated in the following example. Define the two outputs as

y1 D x Cd cos.�/;

y2 D y Cd sin.�/; (14.18)

with d ¤ 0, i.e., the Cartesian coordinates of a point, B, displaced at a distance d

along the main axis of the unicycle.

Using the globally defined state feedback

�

v

w

�

D
�

cos.�/ sin.�/

�sin.�/=d cos.�/=d

��

u1

u2

�

; (14.19)

the unicycle kinematic is equivalent to

Py1 D u1;

Py1 D u1;

P� D u2 cos.�/�u1 sin.�/

d
: (14.20)

As a consequence, a linear feedback controller for u D .u1;u2/ will make the point

B track any reference trajectory, even with discontinuous tangent to the path (e.g.,

a square without stopping at corners). Moreover, it is easy to show that the internal

state evolution �.t/ is bounded. This approach, however, will not be pursued in

this chapter because of its limited interest, since the robot orientation �.t/ is not

controlled.



348 14 Control of Other Underactuated Mechanical Systems

14.1.2.4 Chained Forms

The existence of canonical forms for kinematic models of nonholonomic robots

allows a general and systematic development of both open loop and closed loop

control strategies. The most useful canonical structure is the chained form, which in

the case of two-input systems is

Pz1 D u1;

Pz2 D u2;

Pz3 D z2u1; (14.21)

:::

Pzn D zn�1u1:

It has been shown that a two-input driftless nonholonomic system with up to n D 4

generalized coordinates can always be transformed into a chained form by static

feedback transformation [143]. As a matter of fact, most (but not all) wheeled mo-

bile robots can be transformed in a chained form. For the kinematic model (14.7) of

the unicycle, we introduce the following globally defined coordinate transformation

z1 D �;

z2 D x cos.�/Cy sin.�/; (14.22)

z3 D x sin.�/�y cos.�/;

and a static state feedback

v D u2 Cz3u1;

w D u1 (14.23)

to give

Pz1 D u1;

Pz2 D u2; (14.24)

Pz3 D z2u1:

Note that .z2;z3/ is the position of the unicycle in a rotating left-hand frame having

the z2-axis aligned with the vehicle orientation. Equation (14.24) is another exam-

ple of static input output linearization, with z1 and z2 as linearizing outputs. We

note also that the transformation in a chained form is not unique. Mathematical

model and control properties of other types of mobile robots are given in [15, 130].

The reader is referred to [22, 33–40, 46, 51, 52, 144–146] for various control de-

sign methods ranging from discontinuous to time-varying ones on stabilization and

trajectory-tracking control of systems that cover the chained form (14.21).
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14.1.3 Output Feedback Simultaneous Stabilization and

Trajectory-tracking

14.1.3.1 Control Objective

For the reader’s convenience, we rewrite the equations of motion here, see (14.1):

P� D J .�/!;

M P!CC . P�/!CD! D �: (14.25)

We assume that the reference trajectory is generated by the following virtual robot:

Pxd D cos.�d /u1d ;

Pyd D sin.�d /u1d ; (14.26)

P�d D u2d ;

where .xd ;yd ;�d / are the position and orientation of the virtual robot, and u1d and

u2d are the linear and angular velocities of the virtual robot, respectively.

Control Objective. Under Assumption 14.1, design the control input vector � to

force the position and orientation, .x;y;�/ of the real robot (14.25) to globally

asymptotically track .xd ;yd ;�d / generated by (14.26) with only .x;y;�/ available

for feedback.

Assumption 14.1.

1. The reference signals u1d , Pu1d , Ru1d , u2d , and Pu2d are bounded. In addition, one

of the following conditions holds:

C1:

1
Z

0

.ju1d .t/jC ju2d .t/j/dt � �11;

C2:

1
Z

0

ju1d .t/jdt � �21 and ju2d .t/j � �22; (14.27)

C3:

t
Z

t0

u2
1d .�/d� � �31.t � t0/��32; 8 t � t0 � 0;

where �11; �21, and �32 are nonnegative constants, and �22 and �31 are

strictly positive constants.

2. The robot wheel velocities ! D Œ!1 !2�T are not available for feedback.

Remark 14.1. The problem of set-point regulation/stabilization, tracking a path ap-

proaching a set-point is included in Condition C1. Tracking linear and circular paths
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belongs to Condition C3. Condition C2 implies that the case, where the robot linear

velocity is zero or approaches zero and its angular velocity is of sinusoidal type, is

excluded. The reason is that our control approach introduces a sinusoid signal in the

robot angular velocity virtual control to handle set-point stabilization/regulation.

Therefore, this case is excluded to avoid two signals canceling each other. If the

reference velocity u2d is known completely in advance, the above case can be in-

cluded. Moreover, item (2) of Assumption 14.1 implies that we need to design an

output feedback controller.

Remark 14.2. The problem of simultaneous stabilization and tracking is not only of

theoretical interest but also possesses some advantages over the use of separate sta-

bilization and tracking controllers such as only one controller and transient improve-

ment because of the lack of switching. Moreover, if the switching time is unknown,

a separate stabilization and tracking control approach cannot be used.

14.1.3.2 Observer Design

We first remove the quadratic velocity terms in the mobile robot dynamics by intro-

ducing the following coordinate change:

X D Q.�/!; (14.28)

where Q.�/ is a globally invertible matrix with bounded elements to be determined.

Using (14.28), we write the second equation of (14.25) as follows:

PX D Œ PQ.�/!�Q.�/M �1C . P�/!�CQ.�/M �1.�D!C�/: (14.29)

In [101], Q.�/ is required with the above properties such that

PQ.�/ D Q.�/M �1C . P�/; 8� 2 R
3;

which does not exist, as a simple calculation shows.

Our method is to cancel the square bracket on the right-hand side of (14.29) for

all .�;!/ 2 R
5. We assume that qij .�/; i D 1;2; j D 1;2, are the elements of Q.�/.

Using the first equation of (14.25), it can readily be shown that the above square

bracket is zero for all .�; !/ 2 R
5 if

@qi1

@x
cos.�/C @qi1

@y
sin.�/C @qi1

@�

1

b
C n12c

b
qi1 C n11c

b
qi2 D 0;

@qi2

@x
cos.�/C @qi2

@y
sin.�/� @qi2

@�

1

b
C n11c

b
qi1 C n12c

b
qi2 D 0;

�

@qi1

@x
C @qi2

@x

�

cos.�/C
�

@qi1

@y
C @qi2

@y

�

sin.�/C (14.30)

�

@qi2

@�
� @qi1

@�

�

1

b
� .n11 Cn12/

c

b
.qi1 Cqi2/ D 0:
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Using the characteristic method to solve the above partial differential equations

gives a family of solutions with i D 1;2

qi1 D Ci1 sin.c��/CCi2 cos.c��/;

qi2 D n�1
11 ..Ci2��Ci1n12/sin.c��/� .Ci1�CCi2n12/cos.c��//; (14.31)

where n11 D m11.m2
11 � m2

12/�1, n12 D �m12.m2
11 � m2

12/�1, � D
q

n2
11 �n2

12,

and Ci1 and Ci2 are arbitrary constants. A choice of C11 D C22 D 0, C12 D C21 D
n11 results in

Q.�/ D

2

4

n11 cos.a��/ �sin.a��/�n12 cos.a��/

n11 sin.a��/ �n12 sin.a��/��cos.a��/

3

5 : (14.32)

This matrix is globally invertible and its elements are bounded. Now we write

(14.25) in the .�;X/ coordinates as

P� D J .�/Q�1.�/X ;
PX D �D�.�/X CQ.�/M �1�;

(14.33)

where D�.�/ D Q.�/M �1DQ�1.�/. It can be seen that (14.33) is linear in the

unmeasured states. We here use the following passive observer:

PO� D J .�/Q�1.�/ OX CK01.�� O�/;
POX D �D�.�/ OX CQ.�/M �1� CK02.�� O�/;

(14.34)

where O� and OX are the estimates of � and X , respectively. The observer gain matri-

ces K01 and K02 are chosen such that

Q01 D K T
01P01 CP01K01;

Q02 D DT
� .�/P02 CP02D�.�/

are positive definite and

.J .�/Q�1.�//T P01 �P02K02 D 0; (14.35)

with P01 and P02 being positive definite matrices. Since D�.�/ is positive definite,

K01 and K02 always exist. From (14.34) and (14.33), we have

PQ� D J .�/Q�1.�/ QX �K01 Q�;

PQX D �D�.�/ QX �K02 Q�; (14.36)

where Q� D �� O� and QX D X � OX . It can now be seen that (14.36) is GES at the

origin by taking the Lyapunov function
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V0 D Q�T P01 Q�C QXT P02
QX ;

whose derivative along the solutions of (14.36) and using (14.35) satisfies

PV0 D � Q�T Q01 Q�� QXT Q02
QX ;

which in turn implies that there exists a strictly positive constant �0 such that





. Q�.t/; QX.t//




�




. Q�.t0/; QX.t0//




e��0.t�t0/; 8 t � t0 � 0: (14.37)

Define O! D Œ O!1 O!2�T as an estimator of the velocity vector ! as

O! D Q�1.�/ OX : (14.38)

The velocity estimate error vector, Q! D !� O!, satisfies

Q! D Q�1.�/ QX : (14.39)

To prepare for the control design in the next section, we convert the wheel ve-

locities !1 and !2 to the linear, v, and angular, w, velocities of the robot by the

relationship:
�

v

w

�

D B�1

�

!1

!2

�

with B D 1

r

�

1 b

1 �b

�

: (14.40)

By defining Qv D v � Ov; Qw D w � Ow, with Ov and Ow being estimates of v and w, we

can see from (14.39) and (14.40) that

k. Qv.t/; Qw.t//k � 
0





. Q�.t0/; QX.t0//




e��0.t�t0/; 8t � t0 � 0; (14.41)

where 
0 is a positive constant. We now write (14.25) in conjunction with (14.38)

and (14.40) as

Px D cos.�/ Ov C cos.�/ Qv;

Py D sin.�/ Ov C sin.�/ Qv;

P� D Ow C Qw;

POv D �vc C˝v;

POw D �wc C˝w ;

(14.42)

where ˝v and ˝w are the first and second rows of ˝

˝ D B�1NcB

�

Ov
Ow

�

Qw CB�1Q�1.�/K02Q;�

Nc D c

�

n12 �n11

n11 �n12

�

; (14.43)

and we have chosen the control torque
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� D MB

�

B�1NcB

�

Ov
Ow

�

Ow�B�1M �1DB

�

Ov
Ow

�

C
�

�vc

�wc

��

; (14.44)

with �vc and �wc being the new control inputs to be designed in the next section.

14.1.3.3 Control Design

We first interpret the tracking errors as

2

4

xe

ye

�e

3

5D

2

4

cos.�/ sin.�/ 0

�sin.�/ cos.�/ 0

0 0 1

3

5

2

4

x �xd

y �yd

� ��d

3

5 : (14.45)

Using (14.45), (14.26), and the kinematic part of (14.42) results in

Pxe D Ov �u1d cos.�e/Cye. Ow C Qw/C Qv;

Pye D u1d sin.�e/�xe. Ow C Qw/; (14.46)

P�e D Ow �u2d C Qw:

Since (14.46) and the last two equations of (14.42) are of a lower triangular struc-

ture, we use the backstepping technique [3] to design �vc and �wc in two steps.

Step 1

In this step, we consider Ov and Ow as the controls. From (14.46), it can be seen

that Ov and Ow can be directly used to stabilize xe and �e-dynamics. To stabilize

ye-dynamics, �e can be used when u1d is persistently exciting. When u1d is not

persistently exciting (stabilization/regulation case), we need some persistently ex-

citing signal in Ow to stabilize ye-dynamics via xe . With these observations in mind,

we define

Nv D Ov �˛v;

Nw D Ow �˛w ; (14.47)

N�e D �e �˛�e;

where ˛v , ˛w , and ˛�e are the virtual controls of Ov, Ow, and �e , respectively. From

the above discussion, we first choose the virtual controls ˛v and ˛�e as

˛v D �c1˝�1
1 xe Cu1d cos.�e/;

˛�e D �arcsin

�

k.t/

˝1

ye

�

; (14.48)

k.t/ D �1u1d C�2 cos.�3t /;
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where ˝1 D
p

1Cx2
e Cy2

e , c1 is a positive constant, and �i ; i D 1;2;3 are positive

constants such that jk.t/j � k� < 1; 8 t . They will be specified later. For simplicity,

the virtual control ˛v does not cancel a known term ye Ow in the xe-dynamics. It is of

interest to note that the choice of (14.48) will result in the global result and bounded

virtual velocity controls.

To design ˛w , differentiating N�e D �e � ˛�e along the solutions of (14.46) to-

gether with (14.48) yields

PN�e D
�

1� k

˝2

xe

�

.˛w C Nw C Qw/�u2d � k

˝2˝2
1

xeye. Nv C Qv/C

1

˝2

�

Pkye C kc1

˝3
1

x2
e ye C ku1d

˝2
1

.1Cx2
e /sin.�e/

�

; (14.49)

which suggests that we choose

˛w D 1

1�k˝�1
2 xe

�

� c2
N�e

p

1C�2
e

Cu2d � 1

˝2

. Pkye C kc1

˝3
1

x2
e ye C

ku1d

˝2
1

.1Cx2
e /sin.�e/

�

; (14.50)

where ˝2 D
p

1Cx2
e C .1�k2/y2

e and c2 is a positive constant.

Remark 14.3. From (14.48) and (14.50), the virtual controls ˛v and ˛w , as a simple

calculation shows, are bounded by some constants depending on the upper bound of

u1d ; Pu1d , and u2d .

Substituting (14.48) and (14.50) into (14.46) and (14.49) results in

Pxe D � c1

˝1

xe Cye. Ow C Qw/C Nv C Qv;

Pye D �ku1d

˝1

ye �xe. Ow C Qw/C u1d

˝1

�

sin. N�e/˝2 � .cos. N�e/�1/kye

�

; (14.51)

PN�e D � c2
N�e

p

1C�2
e

C
�

1� k

˝2

xe

�

. Nw C Qw/� k

˝2˝2
1

xeye. Nv C Qv/:

Step 2

At this step, the control inputs �vc and �wc are designed. We note that ˛v is a smooth

function of xe , ye , �e , and u1d , and that ˛w is a smooth function of xe , ye , �e , u1d ,

Pu1d , u2d , and t . By differentiating Nv D Ov �˛v and Nw D Ow �˛w along the solutions

of (14.46) and the last two equations of (14.42), and noting the last equation of

(14.51), we choose �vc and �wc as
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�vc D �c3 Nv C @˛v

@xe

. Ov �u1d cos.�e/Cye Ow/C @˛v

@�e

. Ow �u2d /C

@˛v

@ye

.u1d sin.�e/�xe Ow/C @˛v

@u1d

Pu1d � ıv

�

Ov2 C Ow2
�

Nv C k

˝2˝2
1

xeye
N�e;

�wc D �c4 Nw C @˛w

@xe

. Ov �u1d cos.�e/Cye Ow/C @˛w

@�e

. Ow �u2d /C

@˛w

@ye

.u1d sin.�e/�xe Ow/C @˛w

@u1d

Pu1d C @˛w

@ Pu1d

Ru1d C @˛w

@u2d

Pu2d �
�

1� k

˝2

xe

�

N�e � ıw

�

Ov2 C Ow2
�

Nw; (14.52)

where c3, c4, ıv , and ıw are positive constants. The terms multiplied by ıv and

ıw are the nonlinear damping terms to overcome the effect of observer errors, see

(14.43). The choice of (14.52) results in

PNv D �c3 Nv � @˛v

@xe

.ye Qw C Qv/� @˛v

@�e

Qw C @˛v

@ye

xe Qw C

˝v � ıv

�

Ov2 C Ow2
�

Nv C k

˝2˝2
1

xeye
N�;

PNw D �c4 Nw � @˛w

@xe

.ye Qw C Qv/� @˛w

@�e

Qw C @˛w

@ye

xe Qw C (14.53)

˝w �
�

1� k

˝2

xe

�

N�e � ıw

�

Ov2 C Ow2
�

Nw:

14.1.3.4 Stability Analysis

To analyze the closed loop system consisting of (14.51) and (14.53), we first con-

sider the . N�e; Nv; Nw/-subsystem, then move to the .xe;ye/-subsystem.

. N�e; Nv; Nw/ -subsystem. For this subsystem, consider the Lyapunov function

V1 D 1

2
. N�2

e C Nv2 C Nw2/; (14.54)

whose derivative along the solutions of the last equation of (14.51) and (14.53)

satisfies

PV1 � � c2
q

1C N�2
e

N�2
e � c3 Nv2 � c4 Nw2 C .�11 C�12V1/e��0.t�t0/

� .�11V1 C�12/e��0.t�t0/; (14.55)

where �11 and �12 are class-K functions of




. Q�.t0/; QX.t0//




. The second line of

(14.55) implies that V1.t/ � �13, with �13 being a class-K function of




. Q�.t0/,
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QX.t0/, NX.t0//




 with NX.t/ D
� N�e.t/ Nv.t/ Nw.t/

�T
. Substituting this bound into the

first line of (14.55) yields

PV1 � �2min

�

c2p
1C2�13

; c3; c4

�

V1 C .�11 C�12�13/e��0.t�t0/; (14.56)

which implies that there exist �1 > 0 and a class-K function �1 depending on




. Q�.t0/; QX.t0/; NX.t0//




 such that




 NX.t/




 � �1e��1.t�t0/, that is, the . N�e; Nv; Nw/-

subsystem is GAS.

.xe;ye/-subsystem. We first prove that the trajectories .xe;ye/ are bounded by tak-

ing the Lyapunov function

V2 D
q

1Cx2
e Cy2

e �1; (14.57)

whose derivative along the solutions of the first two equations of (14.51) satisfies

PV2 � � c1

˝2
1

x2
e � ku1d

˝12
y2

e C�21e��21.t�t0/

� �2u1d cos.�3t /

˝2
1

y2
e C�21e��21.t�t0/; (14.58)

where �21 D min.�0;�1/ and �21 is a class-K function of k. Q�.t0/; QX.t0/; NX.t0//k.

Integrating both sides of the second line of (14.58) yields

V2.t/ � V2.t0/C2�2umax
1d C �21

�21

� �22; (14.59)

where umax
1d

is the upper bound of ju1d .t/j. Therefore, the trajectories .xe;ye/ are

bounded on Œ0;1/. To prove convergence of .xe;ye/ to zero, we consider each case

of Assumption 14.1.

Cases C1 and C2. From the first line of (14.58) and noting (14.48), we have

PV2 � � c1

˝2
1

x2
e Cj�2u1d jC�21.�/e��21.t�t0/: (14.60)

Integrating both sides of (14.60) and using Barbalat’s lemma, it is straightforward

to show that limt!1 xe.t/ D 0. To prove that limt!1 ye.t/ D 0, applying Lemma

2.6 to the first equation of (14.51) yields:

lim
t!1

.ye.˛w C Nw C Qw/C Qv C Nv/ D 0; (14.61)

which is equivalent to:

lim
t!1

�.t/ D 0; (14.62)
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where

�.t/ D ye.t/

 

Pk.t/ye.t/
p

1C .1�k2.t//y2
e .t/

�u2d .t/

!

: (14.63)

On the other hand, from (14.60), we have

d

dt

0

@V2 �
t
Z

0

j�2u1d .�/jd� C 1

�21

�21.�/e��21.t�t0/

1

A� 0; (14.64)

which means that V2 �
t
R

0

j�2u1d .�/jd� C ��1
21 �21.�/e��21.t�t0/ is nonincreasing.

Since V2 is bounded from below by zero, V2 tends to a finite nonnegative constant

depending on




 NXe.t0/




 with NXe D .xe;ye; NX ; Q�.t0/; QX.t0//. This implies that the

limit of jye.t/j exists and is finite, say lye
. If lye

were not zero, there would exist

a sequence of increasing time instants fti g1

iD1 with ti ! 1, such that both of the

limits of Pk.ti / and �.ti / would not be zero. With this in mind, if we choose �i ¤ 0

and such that
�2�3
p

1�k2
�

< �22; (14.65)

then under conditions (14.27), Pk.ti / and �.ti / cannot be nonzero simultaneously

for any ti . Hence lye
must be zero, which allows us to conclude from (14.62) that

limt!1 ye.t/ D 0, i.e., the .xe;ye/-subsystem is asymptotically stable.

Case C3. In this case, from (14.58), we have

PV2 � � 1

˝2
1

�

c1x2
e C .�1u2

1d ��2 ju1d j/y2
e

�

C�21e��21.t�t0/; (14.66)

which means that there exist �2 > 0 and a class-K function �2 depending on




 NX.t0/




 such that

k.xe.t/;ye.t//k � �2���2.t�t0/; (14.67)

as long as

�1�31 ��2umax
1d � ��

31; (14.68)

where ��
31 is a positive constant. In addition, it can be shown that in this case the

closed loop of (14.51) and (14.53) is also locally exponentially stable. Under As-

sumption 14.1 there always exist �i such that (14.65) and (14.68) hold. We have

thus proven the following result.

Theorem 14.1. Under Assumption 14.1 the output feedback control laws consisting

of (14.44) and (14.52) force the mobile robot (14.25) to globally asymptotically

track the virtual vehicle (14.26) if the constants �i ; i D 1;2;3 are chosen such that

�i ¤ 0, (14.65) and (14.68) hold.
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14.1.3.5 Simulations

The physical parameters of the robot are given in Section 14.1.2. We perform

two simulations. For the first simulation, the reference velocities are chosen as:

u1d D 0:5.tanh.ts � t /C1/, and u2d D 0, where ts is a positive constant. A switch-

ing combination of a tracking controller and a stabilization one in the literature can-

not be used to fulfill this task if ts is unknown in advance. A calculation shows that

for t � ts (tracking a curve), condition C3 holds with �31 D 0:25 and for t > ts (park-

ing) Case C1 holds. Hence, our proposed controller can be applied. We also assume

that due to some sudden impact at the time tm > ts , the robot position is perturbed

to y D ym ¤ 0 to illustrate the regulation ability of our proposed controller. For

the second simulation, the reference velocities are u1d D 0;u2d D 0:2, i.e., Case C2

holds with �22 D 0:2. The initial conditions are: .�T ; !T / D ..�2;2;�0:5/; .0;0//,

. O�T ; OXT / D ..0;0;0/; .0;0//, .xd ;yd ;�d / D .0;0;0/, and we take ts D 20, tm D 30,

ym D 1:5. The control and observer gains are chosen as ci D 2, 1 � i � 4, ıv D
ıw D 0:1, P01 D P02 D diag.1;1/, �1 D �3 D 0:5, �2 D 0:1, K01 D diag.1;1/,

K02 D .J .�/Q�1.�//
T

. The above choice satisfies the requirements in Theorem

14.1. The robot trajectories in the .x;y/-plane are plotted in Figures 14.3 and 14.4.

The tracking errors in the form of
p

x2
e Cy2

e C�2
e are plotted in Figure 14.5. This

figure indicates that convergence of the tracking errors for the case of regulation to

zero is much slower than those for the other cases, which is a quite well-known ef-

fect when using the smooth time-varying controllers. Convergence of tracking errors

in Case C2 is slower than that in Case C3, since Case C3 yields local exponential

stability but only asymptotic stability for Case C2 (see the proof of Theorem 14.1).
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Figure 14.3 First simulation: Robot position in the .x;y/-plane
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Figure 14.4 Second simulation: Robot position in the .x;y/-plane
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Figure 14.5 Tracking errors with respect to the first and second simulations
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14.1.4 Output Feedback Path-following

14.1.4.1 Control Objective

For the reader’s convenience, we rewrite the equations of motion here, see (14.1):

P� D J .�/!;

M P!CC . P�/!CD! D �:
(14.69)

After an observer and a primary control design as in Section 14.1.3.2, we only need

to consider the robot model (i.e., the dynamics (14.42)):

Px D cos.�/ Ov C cos.�/ Qv;

Py D sin.�/ Ov C sin.�/ Qv;

P� D Ow C Qw;

POv D �vc C˝v;

POw D �wc C˝w :

(14.70)

In this section, we consider a control objective of designing the control vector �

to force the mobile robot to follow a specified path � , see Figure 14.6. If we are

able to drive the robot to closely follow a virtual robot that moves along the path

with a desired speed v0, which is tangential to the path, then the control objective is

fulfilled, i.e., the robot is in a tube of nonzero diameter centered on the reference path

and moves along the specified path at the speed v0. Roughly speaking, the approach

is to steer the robot such that it heads toward the virtual robot and eliminates the

distance between itself and the virtual robot. We define the following variables to

mathematically formulate the control objective:

xe D xd �x;

ye D yd �x;

�e D � ��d ;

ze D
p

x2
e Cy2

e ;

(14.71)

where

�d D arcsin

�

ye

ze

�

: (14.72)

Control Objective. Under Assumption 14.2, design the controls �1 and �2 to force

the mobile robot (14.70) to follow the path � given by

xd D xd .s/;

yd D yd .s/; (14.73)
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Figure 14.6 General framework of mobile robot path-following

where s is the path parameter variable, such that

lim
t!1

ze.t/ � Nze;

lim
t!1

j�e.t/j D 0; (14.74)

with Nze being an arbitrarily small positive constant.

Assumption 14.2.

1. The reference path is regular, i.e., there exist positive constants Rmin and Rmax

such that

0 < Rmin �
�

@xd

@s

�2

C
�

@yd

@s

�2

� Rmax < 1:

2. The minimum radius of the osculating circle of the path is larger than or equal

to the minimum possible turning radius of the robot.

Remark 14.4.

1. Assumption 14.2 ensures that the path is feasible for the robot to follow.

2. If the reference path is not regular, then we can often split it into regular sections

and consider each of them separately.

3. The path parameter, s, is not the arc length of the path in general. For example,

a circle with radii of R centered at the origin can be described as xd D Rcos.s/

and yd D R sin.s/, see [136] for more details.

If one differentiates both sides of �e D � � �d to obtain the P�e-dynamics, there

will be discontinuity in the P�e-dynamics when xe changes its sign. This discontinu-
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ity will cause difficulties in applying the backstepping technique. To get around this

problem, we compute the P�e-dynamics based on

sin.�e/ D xe sin.�/�ye cos.�/

ze

;

cos.�e/ D xe cos.�/Cye sin.�/

ze

: (14.75)

We now use (14.71) and (14.75) to transform (14.71) to

Pze D �cos.�e/ Ov C
�

xe

ze

@xd

@s
C ye

ze

@yd

@s

�

Ps � cos.�e/ Qv;

P�e D Ow C
��

sin.�/

ze

� xe sin.�e/

z2
e

�

@xd

@s
�
�

cos.�/

ze

C ye sin.�e/

z2
e

�

@yd

@s

�

�

Ps
cos.�e/

C sin.�e/

ze

. Ov C Qv/C Qw;

POv D �vc C˝v;

POw D �wc C˝w : (14.76)

It is noted that (14.75) is not defined at ze D 0. However, our controller will

guarantee that ze.t/ � z�
e > 0, for all 0 � t < 1 for feasible initial conditions. The

second equation of (14.76) is not defined at �e.t/ D ˙0:5� but we will design Ps
to overcome this problem. Therefore, we will design the controls �vc and �wc for

(14.76) to yield the control objective. In the next section, a procedure to design

a stabilizer for the path-following error system (14.76) is presented in detail. The

triangular structure of (14.76) suggests that we design the controls �vc and �wc in

two stages. First, we design the virtual velocity controls for Ov and Ow and choose Ps
to ultimately stabilize ze and �e at the origin. Based on the backstepping technique,

the controls �vc and �wc will be then designed.

14.1.4.2 Control Design

Step 1

The ze- and �e-dynamics have three inputs that can be chosen to stabilize ze and �e ,

namely Ps, Ov, and Ow. The input Ow should be designed to stabilize the �e-dynamics

at the origin. Therefore, two inputs, Ps and Ov, can be used to ultimately stabilize ze

at the origin. We can either choose the input Ov and Ps and then design the remaining

input. If we fix Ps, then the virtual robot is allowed to move at a desired speed. The

real robot will follow the virtual one on the path by the controller, and vice versa.

We here choose to fix Ps. This allows us to adjust the initial conditions in most cases

without moving the robot. Since the transformed system (14.76) is not defined at
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ze D 0, we first assume in the following that ze.t/ � z�
e > 0,8 0 � t < 1. We will

then show that there exist initial conditions such that this hypothesis holds.

Define
ve D Ov � Ovr ;

we D Ow � Owr ;
(14.77)

where Ovr and Owr are the virtual controls of Ov and Ow, respectively. As discussed

above, we choose the virtual controls and Ps as follows:

Ovr D k1.ze � ıe/C
�

xe

ze

@xd

@s
C ye

ze

@yd

@s

�

v0.t;ze/
s

�

@xd

@s

�2

C
�

@yd

@s

�2
;

Owr D �k2�e �
��

sin.�/

ze

� xe sin.�e/

z2
e

�

@xd

@s
�
�

cos.�/

ze

C ye sin.�e/

z2
e

�

@yd

@s

�

� v0.t;ze/
s

�

@xd

@s

�2

C
�

@yd

@s

�2
� sin.�e/

ze

Ovr � ı1

�

sin.�e/

ze

�2

�e;

Ps D cos.�e/v0.t;ze/
s

�

@xd

@s

�2

C
�

@yd

@s

�2
; (14.78)

where k1 > 0, k2 > 0, and ı1 > 0. The term multiplied by ı1 is a nonlinear damping

term to overcome the observer error effect. v0.t;ze/ ¤ 0 for all t � t0 � 0 and ze 2 R,

is the speed of the virtual robot on the path. Indeed, one can choose this speed to be a

constant. However, the time-varying speed and position path-following dependence

of the virtual robot on the path is more desirable, especially when the robot starts to

follow the path. For example, one might choose

v0.t;ze/ D v�
0 .1��1e��2.t�t0//e��3ze ; (14.79)

where v�
0 ¤ 0, �i > 0, i D 1;2;3, and �1 < 1. The choice of v0.t;ze/ in (14.79) has

the following desired feature: When the path-following error, ze , is large, the virtual

robot will wait for the real one; when ze is small, the virtual robot will move along

the path at the speed closed to v�
0 and the real one follows it within the specified

look ahead distance. This feature is suitable in practice because it avoids using a

high gain control for a large signal ze .

Substituting (14.78) into the first two equations of (14.76) results in

Pze D �k1 cos.�e/.ze � ıe/� cos.�e/. Qv Cve/;

P�e D �k2�e � ı1

�

sin.�e/

ze

�2

�e C sin.�e/

ze

. Qv Cve/C Qw Cwe: (14.80)
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Step 2

By noting that the virtual control Ovr is a function of t; xe; ye , and s, and the virtual

control Owr is a function of t; xe; ye; s, and �, differentiating both sides of (14.77)

along the solutions of the last two equations of (14.76) results in

2

6

6

4

Pve

Pwe

3

7

7

5

D

2

6

6

4

�vc C˝v

�wc C˝w

3

7

7

5

C

2

6

6

4

�

@ Ovr

@xe

cos.�/C @ Ovr

@ye

sin.�/

�

Qv
�

@ Owr

@xe

cos.�/C @ Owr

@ye

sin.�/

�

Qv � @ Owr

@�
Qw � @ Owr

@t

3

7

7

5

�

2

6

6

4

@ Ovr

@t
C @ Ovr

@xe

�

@xd

@s
Ps � Ov cos.�/

�

C @ Ovr

@ye

�

@yd

@s
Ps � Ov sin.�/

�

C @ Ovr

@s
Ps

@ Owr

@xe

�

@xd

@s
Ps � Ov cos.�/

�

C @ Owr

@ye

�

@yd

@s
Ps � Ov sin.�/

�

C @ Owr

@s
Ps C @ Owr

@�
Ow

3

7

7

5

:

(14.81)

From (14.80) and (14.81), we choose the control inputs with nonlinear damping

terms to overcome the observer error effect as follows:

�

�vc

�wc

�

D �
�

c21ve

c22we

�

� ı2

2

6

6

4

�

@ Ovr

@xe

cos.�/C @ Ovr

@ye

sin.�/

�2

ve

�

@ Owr

@xe

cos.�/C @ Owr

@ye

sin.�/

�2

we C
�

@ Owr

@�

�2

3

7

7

5

C

2

6

6

4

@ Ovr

@t
C @ Ovr

@xe

�

@xd

@s
Ps � Ov cos.�/

�

C @ Ovr

@ye

�

@yd

@s
Ps � Ov sin.�/

�

C @ Ovr

@s
Ps

@ Owr

@xe

�

@xd

@s
Ps � Ov cos.�/

�

C @ Owr

@ye

�

@yd

@s
Ps � Ov sin.�/

�

C @ Owr

@s
Ps C @ Owr

@�
Ow

3

7

7

5

�

ı3

�

. Ov2 C Ow2/ve

. Ov2 C Ow2/we

�

�

2

6

4

sin.�e/

ze

�e

�e � @ Owr

@t

3

7

5
; (14.82)

where c21; c22; ı2, and ı3 are positive constants. Substituting (14.82) into (14.81)

results in

�

Pve

Pwe

�

D �
�

c21ve

c22we

�

C
�

˝v

˝w

�

� ı3

�

. Ov2 C Ow2/ve

. Ov2 C Ow2/we

�

�
�

sin.�e/�e=ze

�e

�

C
2

6

6

4

�

@ Ovr

@xe

cos.�/C @ Ovr

@ye

sin.�/

�

Qv
�

@ Owr

@xe

cos.�/C @ Owr

@ye

sin.�/

�

Qv � @ Owr

@�
Qw

3

7

7

5

�

ı2

2

6

6

4

�

@ Ovr

@xe

cos.�/C @ Ovr

@ye

sin.�/

�2

ve

�

@ Owr

@xe

cos.�/C @ Owr

@ye

sin.�/

�2

we C
�

@ Owr

@�

�2

3

7

7

5

: (14.83)



14.1 Mobile Robots 365

14.1.4.3 Stability Analysis

To analyze the closed loop system consisting of (14.80) and (14.83), we first con-

sider the .�e;ve;we/-subsystem, then move to the ze-dynamics.

(�e;ve;we)-subsystem. For this subsystem, we take the following Lyapunov func-

tion:

V1 D 1

2

�

�2
e Cv2

e Cw2
e

�

; (14.84)

whose derivative along the solutions of the last equation of (14.80) and (14.83), after

some manipulation, satisfies

PV1 � ��1V1 C�1.�/e��0.t�t0/; (14.85)

where �1 is a positive constant and can be made arbitrarily large by increas-

ing the design constants k1; k2; c21 and c22, and �1.�/ is a class-K function of






�

ze.t0/;�e.t0/; Q�.t0/; QX.t0/
�




. From (14.85), it is not hard to show that

k.�e.t/;ve.t/;we.t//k � ˛1.�/e��1.t�t0/; (14.86)

where ˛1.�/ is a class-K function of






�

ze.t0/;�e.t0/; Q�.t0/; QX.t0/
�




, and �1 is

a positive constant. Hence (14.86) implies that the .�e;ve;we/-subsystem is K-

exponentially stable at the origin.

ze-subsystem: Lower Bound of ze . Defining Qze D ze � ıe , the first equation of

(14.80) can be written as

PQze D �k1 cos.�e/ Qze � cos.�e/. Qv Cve/

� �k1 Qze �j Qv Cvej
� �k1 Qze �˛2.�/e�2.t�t0/; (14.87)

where ˛2.�/ is a class-K function of k.ze.t0/;�e.t0/; Q�.t0/; QX.t0//k, and �2 is a

positive constant. From (14.87) and the comparison principle, we have

Qze.t/ � Qze.t0/e�k1.t�t0/ C ˛2.�/
�2 �k1

�

e��2.t�t0/ � e�k1.t�t0/
�

: (14.88)

Therefore the condition ze.t/ � z�
e holds if

�2 > k1; ze.t0/ � �2ıe C ˛2.�/
�2 �k1

Cz�
e : (14.89)

ze-subsystem: Upper Bound of ze . To estimate the upper bound of ze , we write

the first equation of (14.80) as
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Pze D �k1ze �k1.cos.�e/�1/ze Ck1 cos.�e/ıe � cos.�e/. Qv Cve/: (14.90)

By taking the Lyapunov function V2 D 0:5z2
e and noting that �e; ve , and Qv expo-

nentially converge to zero, it is not hard to show that

jze.t/j � ˛3.�/e��3.t�t0/ C�3; (14.91)

where ˛3.�/ is a class-K function of k.ze.t0/;�e.t0/; Q�.t0/; QX.t0//k, and � and �3

are positive constants. The constant �3 can be made arbitrarily small by reducing

ıe .

14.1.4.4 Simulations

To illustrate the effectiveness of the proposed output feedback path-following con-

troller, we perform a numerical simulation. The physical parameters are given in

Section 14.1.2. The design constants are:

k1 D 0:5I k2 D 5; c21 D c22 D 2; ı1 D ı2 D ı3 D 0:05; ıe D 0:2:

The initial conditions are:

.�T ;!T / D ..�5;0;0:5/; .0;1//; . O�T ; OXT / D ..0;0;0/; .0;0//; s.0/ D 0:

The reference speed of the virtual mobile robot is v0 D 2:5 m / s. The path � is

chosen to be a sinusoidal path specified by xd D s and yd D 10sin.0:15s/. This

path is regular and satisfies all requirements in Assumption 14.2. Simulation results

are plotted in Figure 14.7. From this figure, it can be clearly seen that the proposed

output feedback controller is able to force the mobile robot in question to follow the

reference path accurately.

14.1.5 Notes and References

This section has shown that the observer design and control design techniques de-

veloped for underactuated ships in Chapters 5, 6, 7, and 11 can be successfully ap-

plied to solve the challenging problems of output feedback simultaneous stabiliza-

tion and trajectory-tracking, and path-following for mobile robots. Indeed, the main

difficulty in solving stabilization and trajectory-tracking control of mobile robots

is due to the fact that the motion of the systems to be controlled has more degrees

of freedom to be controlled than the number of control inputs under nonholonomic

constraints. In addition, the cross-terms of the robot velocities due to the Coriolis

matrix prevents the success of the traditional observer designs. Stabilization and

trajectory-tracking control problems of mobile robots are usually addressed sepa-

rately in the literature. Discontinuous and time-varying approaches are often used
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Figure 14.7 a. Robot position and orientation in the .x;y/-plane, b. Control torques

to solve the stabilization problem where the robot dynamics is transformed to a

chained system. Various nonlinear controllers have been developed based on Lya-

punov’s direct method and the backstepping technique to solve the tracking con-

trol problem, see [18, 41–44, 47, 131, 142, 147–150]. The simultaneous stabilization

and trajectory-tracking control problem of mobile robots has been solved using the

time-varying approach, see [133, 151, 152] and the high-gain (using an oscillator)

approach, see [148, 150]. It is also mentioned that all proofs of the main results in

this section are based on Lyapunov’s direct method for the reader’s convenience.

Indeed, we can use the stability result for cascade systems given in Section 2.1.3 to

analyze stability of the closed loop systems. Moreover, if nonlinear damping terms

are included in the robot dynamics, Lemma 2.2 can be used with the proposed co-

ordinate transformation to design an exponential/asymptotic observer.

The work in this section is based on [131, 151].
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14.2 Vertical Take-off and Landing Aircraft

14.2.1 Control Objective

A scaled mathematical model of a VTOL aircraft can be described as, see [153]:

Px1 D x2;

Px2 D �u1 sin.�/C "u2 cos.�/;

Py1 D y2;

Py2 D u1 cos.�/C "u2 sin.�/�g;

P� D !;

P! D u2;

(14.92)

where x1, y1, and � denote position of the aircraft center of mass and roll angle, x2,

y2, and ! denote linear and roll angular velocities of the aircraft, respectively, u1

and u2 are the vertical control force and rotational moment, g > 0 is the gravitational

acceleration, and " is the constant coupling between the roll moment and the lateral

force, see Figure 14.8.

2
u

1
u

2
u

y

x

Figure 14.8 The VTOL aircraft

The aircraft model (14.92) is underactuated if we want to use two available con-

trol inputs (u1 and u2) to control three outputs (x1, y1, and � ). Furthermore, the
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zero-dynamics of the aircraft model (14.92) is nonminimum phase for " ¤ 0 at the

steady state when considering .x1;y1/ as the output and � as an internal state. This

phenomenon can be seen from (14.92) by setting x1 D y1 D x2 D y2 D 0.

We assume that the reference trajectory to be tracked is generated by

Px1r D x2r ;

Px2r D �u1r sin.�r /C "u2r cos.�r /;

Py1r D y2r ;

Py2r D u1r cos.�r /C "u2r sin.�r /�g;

P�r D !r ;

P!r D u2r ;

(14.93)

where all of the variables in (14.93) have the same meaning as in (14.92). In this sec-

tion, we are interested in designing the control inputs u1 and u2 to force the aircraft

model (14.92) to globally asymptotically track the reference model (14.93) without

measurements of the velocities x2; y2, and ! under the following assumption:

Assumption 14.3.

1. The reference signals !r , u1r , u2r , Pu1r , Ru1r and Pu2r are bounded.

2. There exists a strictly positive constant u�
1r such that

u1r � "!2
r � u�

1r : (14.94)

Remark 14.5. The condition (14.94) covers the stabilization/regulation of the VTOL

aircraft and implies that the aircraft is not allowed to land faster than it freely falls

under the gravitational force.

14.2.2 Observer Design

From (14.92), a reduced-order observer can indeed be designed. However, such an

observer is often noise-sensitive. Here we use the following full-order observer:

POx1 D Ox2 Ck11.x1 � Ox1/;

POx2 D �u1 sin.�/C "u2 cos.�/Ck12.x1 � Ox1/;

POy1 D Oy2 Ck21.y1 � Oy1/;

POy2 D u1 cos.�/C "u2 sin.�/�g Ck22.y1 � Oy1/;

PO� D O! Ck31.� � O�/;

PO! D u2 Ck32.� � O�/;

(14.95)
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where kij ; 1 � i � 3 and 1 � j � 2 are positive constant observer gains. By defining

the observer error as

QX D

2

6

6

6

6

6

6

6

4

Qx1

Qx2

Qy1

Qy2

Q�
Q!

3

7

7

7

7

7

7

7

5

D

2

6

6

6

6

6

6

6

4

x1 � Ox1

x2 � Ox2

y1 � Oy1

y2 � Oy2

� � O�
! � O!

3

7

7

7

7

7

7

7

5

(14.96)

and subtracting (14.95) from (14.92), we have

PQX D A QX ; A D diag.Ai /; Ai D
"

�ki1 1

�ki2 0

#

; i D 1;2;3: (14.97)

It is easy to show that





 QX.t/




� '0





 QX.t0/




 e��0.t�t0/; 8 t � t0 � 0; (14.98)

for some positive constants '0 and �0, which implies that (14.95) is a global expo-

nential observer of (14.92). Therefore, in the following we will design the desired

tracking controllers u1 and u2 based on the following transformed system:

Px1 D Ox2 C Qx2;

POx2 D �u1 sin.�/C "u2 cos.�/Ck12 Qx1;

Py1 D Oy2 C Qy2;

POy2 D u1 cos.�/C "u2 sin.�/�g Ck22 Qy1;

P� D O! C Q!;

PO! D u2 Ck32
Q�:

(14.99)

14.2.3 Coordinate Transformations

Solving u2 from the last two equations of (14.92) and substituting it into the second

and fourth equations of (14.92), we have

d

dt
.x1 � "sin.�// D x2 � "cos.�/!;

d

dt
.x2 � "cos.�/!/ D �sin.�/.u1 � "!2/;

d

dt
.y1 C "cos.�// D y2 � "sin.�/!; (14.100)

d

dt
.y2 � "sin.�/!/ D cos.�/.u1 � "!2/�g:
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If we consider x1 �"sin.�/ and y1 C"cos.�/ as outputs, it can be seen that (14.100)

is of a triangular form and does not depend on u2. It is of interest to note that the

above outputs coincide with the aircraft center of oscillation and they are the flat out-

puts [154]. Motivated by the above discussion, we define the following coordinate

changes:

z1 D x1 � "sin.�/;

Oz2 D Ox2 � "cos.�/ O!;

w1 D y1 C "cos.�/;

Ow2 D Oy2 � "sin.�/ O!:

(14.101)

Applying the above coordinate changes to (14.99) results in

Pz1 D Oz2 C Qx2 � "cos.�/ Q!;

Pw1 D Ow2 C Qy2 � "sin.�/ Q!;

POz2 D � Nu1 sin.�/C "sin.�/ O! Q! Ck12 Qx1 � "k32 cos.�/ Q�;

POw2 D Nu1 cos.�/�g � "cos.�/ O! Q! Ck22 Qy1 � "k32 sin.�/ Q�;

P� D O! C Q!;

PO! D u2 Ck32
Q�;

(14.102)

where Nu1 D u1 � " O!2. Similarly, applying the coordinate changes

z1r D x1r � "sin.�r /;

z2r D x2r � "cos.�r /!r

w1r D y1r C "cos.�r /;

w2r D y2r � "sin.�r /!r

(14.103)

to (14.93) yields

Pz1r D z2r ;

Pw1r D w2r ;

Pz2r D � Nu1r sin.�r /;

Pw2r D Nu1r cos.�r /�g;

P�r D !r ;

P!r D u2r ;

(14.104)

where Nu1r D u1r � "!2
r .

If we directly design the control inputs Nu1 and u2 to force (14.102) to track

(14.104), it will be very complicated since the angle � enters in the third and fourth

equations of (14.102). Motivated by controlling underactuated ships, we interpret

the tracking errors in a frame attached to the virtual aircraft as
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"

z1e

w1e

#

D J.�r /

"

z1 �z1r

w1 �w1r

#

;

"

z2e

w2e

#

D J.�r /

"

Oz2 �z2r

Ow2 �w2r

#

; (14.105)

�

�e

!e

�

D
"

� ��r

O! �!r

#

;

where

J.�r / D
"

�sin.�r / cos.�r /

cos.�r / sin.�r /

#

: (14.106)

It is seen that the above coordinate changes are globally invertible and that conver-

gence of .z1e;w1e;z2e;w2e/ to the origin implies that of .z1 � z1r ;w1 � w1r ; Oz2 �
z2r ; Ow2 �w2r /.

Remark 14.6. If J.�/ instead of J.�r / is used in the coordinate transformation

(14.105), it will be extremely difficult to design the control inputs for the result-

ing system.

Differentiating both sides of (14.105) along the solutions of (14.102) and (14.104)

yields

Pz1e D z2e �w1e!r COz1;

Pw1e D w2e Cz1e!r COw1;

Pz2e D Nu1 cos.�e/� Nu1r �w2e!r � "cos.�e/!e Q! COz2;

Pw2e D � Nu1 sin.�e/Cz2e!r C "sin.�e/!e Q! COw2;

P�e D !e C Q!;

P!e D u2 �u2r Ck32
Q�;

(14.107)

where for simplicity of presentation, we have defined the following terms which

exponentially converge to zero when QX does:

Oz1 D �sin.�r /. Qx2 � "cos.�/ Q!/C cos.�r /. Qy2 � "sin.�/ Q!/;

Ow1 D cos.�r /. Qx2 � "cos.�/ Q!/C sin.�r /. Qy2 � "sin.�/ Q!/;

Oz2 D �sin.�r /.k12 Qx1 � "k32 cos.�/ Q�/C
cos.�r /.k22 Qy1 � "k32 sin.�/ Q�/� "cos.�e/!r Q!; (14.108)

Ow2 D cos.�r /.k12 Qx1 � "k32 cos.�/ Q�/C
sin.�r /.k22 Qy1 � "k32 sin.�/ Q�/C "sin.�e/!r Q!:

We have therefore converted the tracking control problem to a problem of stabilizing

(14.107) at the origin.
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14.2.4 Control Design

It is observed that (14.107) is of a triangular form. Although there are connection

terms between the .z1e;z2e/- and .w1e;w2e/-subsystems, they do not prevent us

from applying the popular backstepping technique [10] to (14.107), see below. To

make our control design clear, we divide the control design into two steps. The first

step designs Nu1. The control u2 is designed in the second step.

Step 1

At this step, we design the control input Nu1 and as an application of our approach

used in underactuated ship tracking, the angle error �e is also used as a “control” to

stabilize the .z1e;z2e;w1e;w2e/-subsystem. We proceed in two substeps.

Substep 1

Define

Nz2e D z2e �˛z ;

Nw2e D w2e �˛w ; (14.109)

where ˛z and ˛w are virtual controls of z2e and w2e , respectively. Consider the

Lyapunov function

V11 D
q

1Cz2
1e Cw2

1e �1; (14.110)

whose time derivative along the solutions of (14.109) and the first two equations of

(14.107) is

PV11 D z1e

�1

. Nz2e C˛z COz1/C w1e

�1

. Nw2e C˛w COw1/; (14.111)

where �1 D
q

1Cz2
1e Cw2

1e . From (14.111), we choose

˛z D �k1z1e

�2

; ˛w D �k2w1e

�2

; (14.112)

where �2 D
q

1Cz2
1e Cw2

1e Cz2
2e Cw2

2e , and k1 and k2 are positive constants to

be specified later.

Remark 14.7. The choice of the virtual controls ˛z and ˛w in (14.112) is differ-

ent from a standard application of the backstepping technique in the sense that ˛z

and ˛w depend on z2e and w2e .This choice together with the Lyapunov function

(14.110) instead of a quadratic function will result in a bounded control input Nu1

(see Substep 1.2). This bounded control is crucial to obtain a global result, see Step
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2. In addition, the choice of (14.110) and (14.112) can also be considered as an

interesting application of the bounded backstepping approaches recently proposed

in [155] and [156] to the VTOL aircraft system.

Substituting (14.112) into (14.111) gives

PV11 D �k1z2
1e Ck2w2

1e

�1�2

C z1e Nz2e

�1

C w1e Nw2e

�1

CO11; (14.113)

where the term O11 containing the observer errors as a factor is defined as

O11 D z1eOz1

�1

C w1eOw1

�1

: (14.114)

Substep 2

Define
N�e D �e �˛� ; (14.115)

where ˛� is a virtual control of �e . To design Nu1 and ˛� , we take the following

Lyapunov function:

V12 D V11 C 1

2
k3

�

Nz2
2e C Nw2

2e

�

; (14.116)

where k3 is a positive constant, which is introduced to enhance the flexibility of

choosing the design constants. Differentiating both sides of (14.116) along the so-

lutions of (14.112) and (14.113), the third and fourth equations of (14.107) give

PV12 D �k1z2
1e Ck2w2

1e

�1�2

Ck3 Nz2eŒb11. Nu1 cos.˛� /� Nu1r /Cb12 Nu1 sin.˛� /C

fz �Ck3 Nw2e Œb21. Nu1 cos.˛� /� Nu1r /C b22 Nu1 sin.˛� /Cfw �Cg� CO12;

(14.117)

where for simplicity of presentation, we have defined the following terms:

The terms bij ; i D 1;2; j D 1;2, are

b11 D 1� k1z1ez2e

�3
2

;

b12 D k1z1ew2e

�3
2

;

b21 D �k2w1ez2e

�3
2

; (14.118)

b22 D �1C k2w1ew2e

�3
2

:
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The terms fz and fw , which will be canceled in this step, are

fz D z1e

k3�1

�˛w!r C k1

�2

.z2e �w1e!r /� k1z1e

�3
2

.z1ez2e Cw1ew2e/;

fw D w1e

k3�1

C˛z!r C k2

�2

.w2e Cz1e!r /� k2w1e

�3
2

.z1ez2e Cw1ew2e/:

(14.119)

The term g� , which will be canceled in the next step, is

g� D k3 Nu1

�

.b11 Nz2e Cb21 Nw2e/..cos. N�e/�1/cos.˛� /� sin. N�e/sin.˛� //C
.b12 Nz2e Cb22 Nw2e/..cos. N�e/�1/sin.˛� /C sin. N�e/cos.˛� //

�

:

(14.120)

The term O12, which contains the observer error as a factor, is defined as

O12 D k3 Nz2e

�

�"cos.�e/!e Q! COz2 C k1Oz1

�2

�

C

k3 Nw2e

�

�"sin.�e/!e Q! COw2 C k2Ow1

�2

�

� (14.121)

k3.k1z1e Nz2e Ck2w1e Nw2e/

�3
2

Œz1eOz1 Cw1eOw1 C

z2e.�"cos.�e/!e Q! COz2/Cw2e."sin.�e/!e Q! COw2/�CO11:

Since O12 is Lipschitz in Nz2e!e and Nw2e!e , from (14.117) we choose the control

input Nu1 and ˛� such that

b11. Nu1 cos.˛� /� Nu1r /Cb12 Nu1 sin.˛� /Cfz D �k4 Nz2e=�3;

b21. Nu1 cos.˛� /� Nu1r /Cb22 Nu1 sin.˛� /Cfw D �k5 Nw2e=�3; (14.122)

where �3 D
q

1C Nz2
2e C Nw2

2e , k4 and k5 are positive constants to be selected later.

Solving (14.122) results in

˛� D arctan . Nu12=. Nu1r C Nu11// ;

Nu1 D . Nu1r C Nu11/cos.˛� /C Nu12 sin.˛� /;
(14.123)

where

Nu11 D 1

b11b22 �b12b21

�

�
�

k4 Nz2e

�3
Cfz

�

b22 C
�

k5 Nw2e

�3
Cfw

�

b12

�

;

Nu12 D 1

b11b22 �b12b21

��

k4 Nz2e

�3
Cfz

�

b21 �
�

k5 Nw2e

�3
Cfw

�

b11

�

:

(14.124)

From expressions of bij ; i D 1;2; j D 1;2, given in (14.118), we have
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b11b22 �b12b21 D �1C k1z1ez2e

�3
2

C k2w1ew2e

�3
2

� 2k1k2z1ez2ew1ew2e

�6
2

: (14.125)

Therefore, there is no singularity in (14.124), if k1 and k2 are chosen such that

k1 Ck2 C2k1k2 < 1: (14.126)

Moreover, the virtual control ˛� in (14.123) is well defined if

Nu1r C Nu11 > 0: (14.127)

This condition, as a simple calculation shows, is equivalent to

u�
1r �

�

!max
r .k1 Ck2/.1Ck1 Ck2/C .1Ck2/.3k1 C1=k3 Ck4/

1� .k1 Ck2 C2k1k2/
C

k1.k5 C1=k3 C3k2/

1� .k1 Ck2 C2k1k2/

�

> 0: (14.128)

Indeed, there always exist positive constants ki ; 1 � i � 5 such that (14.128) holds.

Also it can be shown from (14.123) and (14.124) that Nu1 is bounded by some posi-

tive constant, which can be easily calculated from (14.123) and (14.124). Note that

under the conditions (14.126) and (14.128), ˛� is a smooth function of z1e , z2e ,

w1e , w2e , !r , and Nu1r . Substituting (14.123) into (14.117) yields

PV12 D �k1z2
1e Ck2w2

1e

�1�2

� k3.k4 Nz2
2e Ck5 Nw2

2e/

�3

Cg� CO12: (14.129)

Step 2

In this step, we design u2 to stabilize the .�e;!e/-system. Define

N!e D !e �˛! ; (14.130)

where ˛! is a virtual control of !e . To design ˛! , we take the Lyapunov function

V21 D V12 C0:5 N�2
e : (14.131)

By differentiating both sides of (14.131) along the solutions of (14.129) and the fifth

equation of (14.107), and using (14.130), the virtual control ˛! is chosen as

˛! D �k6
N�e � g�

N�e

C @˛�

@z1e

.z2e �w1e!r /C @˛�

@z2e

. Nu1 cos.�e/� Nu1r �w2e!r /C

@˛�

@w1e

.w2e Cz1e!r /C @˛�

@w2e

.� Nu1 sin.�e/Cz2e!r /C @˛�

@!r

P!r C @˛�

@ Nu1r

PNu1r ;

(14.132)



14.2 Vertical Take-off and Landing Aircraft 377

where k6 is a positive constant. Note that g� = N�e with g� being given in (14.120) is

well defined because
sin. N�e/

N�e

D
1
R

0

cos. N�e�/d� and
.cos. N�e/�1/

N�e

D �
1
R

0

sin. N�e�/d� are

smooth functions of N�e . Hence ˛! is a smooth function of z1e , z2e , w1e , w2e , �e ,

!r , P!r , Nu1r and PNu1r . Note that at this stage, we do not need a nonlinear damping

term for the observer effects since O21, see (14.134), is Lipschitz in N�e!e and we

wish to design a weak nonlinear control law of ˛! .

Differentiating both sides of (14.131) along the solutions of (14.129) and the fifth

equation of (14.107), and using (14.130), (14.132) yields

PV21 D �k1z2
1e Ck2w2

1e

�1�2

� k3.k4 Nz2
2e Ck5 Nw2

2e/

�3

�k6
N�2
e C N�e N!e CO21; (14.133)

where the term O21, which contains the observer error as a factor, is defined as

O21 D N�e

�

Q! C @˛�

@z1e

Oz1 C @˛�

@w1e

Ow1 C @˛�

@z2e

.�"cos.�e/!e Q! COz2/C

@˛�

@w2e

."sin.�e/!e Q! COw2/

�

CO12: (14.134)

We are now ready to design the control input u2 by considering the Lyapunov

function

V22 D V21 C 1

2
N!2

e : (14.135)

By differentiating both sides of (14.135) along the solutions of (14.133) and the

sixth equation of (14.107), and using (14.130) and (14.132), the control input u2 is

chosen as

u2 D �k7 N!e � N�e Cu2r C @˛!

@!r

P!r C @˛!

@ P!r

R!r C @˛!

@ Nu1r

PNu1r C

@˛!

@ PNu1r

RNu1r C @˛!

@z1e

.z2e �w1e!r /C @˛!

@z2e

. Nu1 cos.�e/� Nu1r �w2e!r /C

@˛!

@w1e

.w2e Cz1e!r /C @˛!

@w2e

.� Nu1 sin.�e/Cz2e!r /C @˛!

@�e

!e Cu2dam;

(14.136)

where k7 is a positive constant and the damping term u2dam to take care of observer

error effects is given by

u2dam D �ı

��

@˛!

@z1e

�2

C
�

@˛!

@w1e

�2

C
�

@˛!

@z2e

�2

.!2
e C1/C

�

@˛!

@w2e

�2

.!2
e C1/C

�

@˛!

@�e

�2�

N!e; (14.137)
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where ı is a positive constant. Differentiating both sides of (14.135) along the solu-

tions of (14.133) and the sixth equation of (14.107), and using (14.130), (14.132),

and (14.136) yields

PV22 D �k1z2
1e Ck2w2

1e

�1�2

� k3.k4 Nz2
2e Ck5 Nw2

2e/

�3

�

k6
N�2
e �k7 N!2

e Cu2dam N!e CO22; (14.138)

where the term O22 containing the observer error as a factor, is defined as

O22 D N!e

�

k32
Q� C @˛!

@z1e

Oz1 C @˛!

@w1e

Ow1 C @˛!

@z2e

.�"cos.�e/!e Q! COz2/C

@˛!

@w2e

."sin.�e/!e Q! COw2/C @˛!

@�e

Q!
�

CO21: (14.139)

By replacing !e by N!e C ˛! in all of the terms O12;O21, and O22, and noting that

Nu1 is bounded by some positive constant, after a lengthy but simple calculation by

completing squares, it is readily shown that

PV22 � �k1z2
1e Ck2w2

1e

�1�2

� k3.k4 Nz2
2e Ck5 Nw2

2e/

�3

�k6
N�2
e �k7 N!2

e C

.�1.�/V22 C�2.�//e��0.t�t0/

� .�1.�/V22 C�2.�//e��0.t�t0/; (14.140)

where �1.�/ and �2.�/ are some class-K functions of




 QX.t0/




. To prove conver-

gence of .z1e;w1e; Nz2e; Nw2e; N�e; N!e/ to zero based on (14.140), we need the follow-

ing lemma.

Lemma 14.1. Consider the following first-order scalar differential equation

Px D .ax Cb/e�c.t�t0/; 8 t � t0 � 0; (14.141)

where a � 0; b � 0 and c > 0 are constants. The solution of (14.141) is bounded

and satisfies

jx.t/j � jx.t0/jea=c Cba�1
�

ea=c �1
�

WD � .jx.t0/j/ ; 8 t � t0 � 0: (14.142)

Proof. Solving (14.141) for x then taking the norm of x gives (14.142). �

Applying the above lemma to the second inequality of (14.140), we have

V22.t/ � �22

�








. QX.t0/;z1e.t0/;w1e.t0/; Nz2e.t0/; Nw2e.t0/; N�e.t0/; N!e.t0//










�

;

with �22.�/ being calculated from the above lemma. This implies that z2e , w2e , �e ,

!e , Nu1, and u2 are also bounded for all t 2 Œ0;1/. With this observation in mind,

the first line of (14.140) yields
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PV22 � �k1z2
1e Ck2w2

1e

�1m�2m

� k3.k4 Nz2
2e Ck5 Nw2

2e/

�3m

�k6
N�2
e �k7 N!2

e C

.�1.�/�22.�/C�2.�//e��0.t�t0/; (14.143)

where �im; i D 1; 2; 3 are �i with the arguments being replaced by their upper

bounds. Applying Babarlat’s lemma to (14.143), it is readily shown that

lim
t!1

�

z1e.t/;w1e.t/; Nz2e.t/; Nw2e.t/; N�e.t/; N!e.t/
�

D 0: (14.144)

By construction, see (14.109), (14.112), (14.115) and (14.123), the limit (14.144)

implies that

lim
t!1

.z1e.t/;w1e.t/;z2e.t/;w2e.t/;�e.t/;!e.t// D 0:

We now summarize the main result of this section in the following theorem.

Theorem 14.2. Under Assumption 14.3, the dynamic output feedback control law

consisting of (14.99), (14.123), and (14.136) forces the aircraft (14.92) to globally

asymptotically track the reference model (14.93) if the design constants ki ; 1 � i �
5, are chosen such that (14.126) and (14.128) hold.

14.2.5 Simulations

In this section, we perform a numerical simulation to illustrate the effectiveness

of the proposed controller with " D 0:8. The observer and control gains are cho-

sen as: k11 D k21 D k31 D 1, k12 D k22 D k32 D 2, k1 D k2 D 0:15, k3 D 5,

k4 D k5 D 0:4, k6 D k7 D 5, ı D 0:1, and initial conditions are x1.0/ D y1.0/ D 5,

�.0/ D 0:2;x2.0/ D y2.0/ D !.0/ D 0:2, Ox1.0/ D Oy1.0/ D 3, O�.0/ D 0:1, x1r .0/ D
y1r .0/ D �r .0/ D x2r .0/ D y2r .0/ D !r .0/ D 0, Ox2.0/ D Oy2.0/ D O!.0/ D 0. The

goal is to force the aircraft to track a sinusoid signal of 5.sin.0:1t/ C 1:2/ in the

vertical plane generated by (14.93). It is shown that there exists u1r for this case

with u�
1r > 2 (see Assumption 14.3) and that conditions (14.126) and (14.128) hold.

The simulation results are plotted in Figures 14.9, 14.10, and 14.11. It is seen that

the proposed controller forces the aircraft to track the reference trajectory very well.

The oscillation in the control input u2 is due to the initial conditions and the above

selection of the control and observer gains. By further tuning these gains, we can

improve the transient response. In general, higher control and observer gains result

in a shorter transient response time but more overshoot in the velocities and control

inputs of the aircraft.
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Figure 14.9 Reference (dotted line) and real (solid line) position trajectories: a. Position in x
direction; b. Position in y direction; c. Velocity in x direction; d. Velocity in y direction
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a. Angles; b. Angular velocities; c. Control input u1; d. Control input u2
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14.2.6 Notes and References

The main difficulty in controlling VTOL aircraft is that they are underactuated

and nonminimum phase. An approximate input–output linearization approach was

used in [1, 153, 157–159] to develop a controller for stabilization and output track-

ing/regulation of a VTOL aircraft. In these papers, the controller was initially de-

signed by ignoring the coupling between roll moment and thrust. The controller pa-

rameters were then selected to take into account the effects of the coupling. In [154],

by noting that the output at a fixed point with respect to the aircraft body (Huygens

center of oscillation) can be used, an interesting approach was introduced to design

an output tracking controller. However, the proposed controller was not defined in

the whole space. A simple approach was developed in [160] to provide a global con-

troller for the stabilization of a VTOL aircraft. An optimal controller was provided in

[6] for robust hovering control of a VTOL aircraft. In [161], dynamic inversion and

robust control techniques were used to deal with the nonminimum phase dynamics.

However, this approach imposed restrictions on the desired reference trajectories.

Recently, a dynamic high-gain approach was used in [162] to design a controller to

force the VTOL aircraft to globally practically track a reference trajectory generated

by a reference model. In all of the aforementioned papers, all of the VTOL aircraft

states are required for feedback. The output feedback tracking controller for a VTOL
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aircraft in this section is based on [163]. Under this controller, the VTOL aircraft

globally asymptotically tracks the reference trajectory generated by the reference

model. Indeed, the tracking controller proposed in this section covered stabilization

and output tracking/regulation problems studied in the above-mentioned papers.

14.3 Conclusions

This chapter has illustrated that a careful investigation of the observer design and

control design techniques developed for the ocean vessels in this book can result

in various solutions of many control problems for other underactuated mechanical

systems that are common in practice.



Chapter 15

Conclusions and Perspectives

15.1 Summary of the Book

This monograph has concentrated on the control of underactuated ocean vessels in-

cluding ships and underwater vehicles. These vessels have more degrees of freedom

to be controlled than the number of independent control inputs. Ships do not have an

independent sway actuator while for underwater vehicles there are no independent

sway and heave actuators. The book started with a review of the necessary back-

ground on ocean vessel dynamics and nonlinear control theory. The authors then

demonstrated a systematic approach based on various nontrivial coordinate trans-

formations together with advanced nonlinear control design methodologies founded

on the basis of Lyapunov’s direct method, backstepping, and parameter projection

techniques for the development and analysis of a number of ocean vessel control

systems to achieve advanced motion control tasks. These tasks include stabiliza-

tion, trajectory-tracking, path-tracking, and path-following. The book has offered

new knowledge regarding the nonlinear control of underactuated ocean vessels, ef-

ficient controllers for practical control of underactuated ocean vessels, and general

methods and strategies to solve nonlinear control problems of other underactuated

systems, including underactuated land and aerial vehicles. Numerical simulations

and real-time implementations of the designed control systems on a scaled model

ship have been included to illustrate the effectiveness and practical guidance of the

control systems developed in the book. As an illustration of the constructive feature

of the book, the observer design, control design, and stability analysis techniques

developed for underactuated ocean vessels have been applied to control of other

underactuated mechanical systems including mobile robots and VTOL aircraft.

The book consists of 15 Chapters. Chapter 1 presented a brief review of the de-

velopment in nonlinear control theory and its applications, and difficulties in the

control of underactuated ocean vessels. The main contributions of the book are or-

ganized into five parts.

383
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In Part I (Chapter 2), various mathematical tools such as Barbalat-like lemmas,

Lyapunov stability theory, and the backstepping technique were presented for con-

trol design and stability analysis of controlled systems designed in the book.

Part II consists of Chapters 3 and 4. This part addressed modeling, motion control

tasks, and control properties of ocean vessels. The existing literature on the control

of underactuated ocean vessels was also reviewed in this part. This review motivated

contributions of the book on new solutions for the motion control of underactuated

ships and underwater vehicles.

Part III consists of Chapters 5, 6, 7, 8, 9, 10, and 11. This part focused on under-

actuated surface ships by proposing a number of solutions for various control prob-

lems including stabilization, trajectory-tracking, path-tracking and path-following.

Chapter 5 addressed the problem of trajectory-tracking control of underactuated

ships. These ships do not have independent actuators in the sway axis. The refer-

ence trajectory was generated by a suitable virtual ship. The control development

was based on an elegant coordinate transformation, Lyapunov’s direct method, and

the backstepping technique, and utilized passivity properties of ship dynamics and

their interconnected structure. Chapter 6 examined the problem of designing a sin-

gle controller that achieved stabilization and trajectory-tracking simultaneously for

underactuated ships. In comparison with the preceding chapter, a path approach-

ing the origin and a set-point were included in the reference trajectory, that is,

stabilization/regulation was also considered. The control development was based

on several special coordinate transformations plus the techniques in the preceding

chapter. Chapter 7 presented global partial-state feedback and output feedback con-

trol schemes for trajectory-tracking control of underactuated ships. For the case of

partial-state feedback, measurements of the ship sway and surge velocities were not

needed, while for the case of output feedback, no ship’s velocities were required

for feedback. Global nonlinear coordinate changes were introduced to transform the

ship dynamics to a system affine in the ship velocities. This affine form allowed

us to design observers that globally exponentially estimate unmeasured velocities.

These observers plus the techniques in Chapters 4 and 5 facilitated the development

of the controllers. Chapter 8 dealt with the problem of path-tracking control of un-

deractuated ships. In comparison with Chapters 5, 6, and 7, the requirement of the

reference trajectory generated by a suitable virtual ship was relaxed. Both full state

feedback and output feedback cases were considered. The control development was

based on a series of nontrivial coordinate transformations plus the techniques in the

previous chapters. Chapter 9 addressed the problem of way-point tracking control of

underactuated ships. Both full state feedback and output feedback controllers were

designed. The controllers in this chapter could be regarded as an advanced version

of the conventional course-keeping controllers in the sense that in addition to main-

taining the desired heading, both the sway displacement (lateral distance) and sway

velocity were controlled. Chapter 10 developed full state feedback and output feed-

back controllers that forced underactuated ships to follow a predefined path. The

control development was motivated by an observation that it is practical to steer a

vessel such that the vessel is on the reference path and its total velocity is tangent to

the reference path, and that the vessel forward speed is controlled separately by the
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main thruster control system. The techniques in the previous chapters plus the use of

the Serret–Frenet frame facilitated the results. Chapter 11 presented a different ap-

proach from Chapter 10 to solve a path-following problem for underactuated ships.

Unlike Chapter 10, the control development was based on the method of generating

reference paths by the helmsman. The path-following errors were first interpreted in

polar coordinates, then the techniques developed in the previous chapters were used

to design path-following controllers. Interestingly, some situations of practical im-

portance such as parking and point-to-point navigation were covered in this chapter

as a by-product of the developed path-following system.

Part IV consists of Chapters 12 and 13. This part focused on underactuated un-

derwater vehicles. Chapter 12 addressed the problem of trajectory-tracking control

of underactuated underwater vehicles. These vehicles do not have independent actu-

ators in the sway and heave axes. The controller development was built on the tech-

niques developed for underactuated ships in Chapters 5, 6, and 7. Due to complex

dynamics of the underwater vehicles in comparison with that of the ships, the control

design and stability analysis required more complicated and coordinate transforma-

tions and control design than those already developed for underactuated ships in

Chapters 5, 6, and 7. Chapter 13 extended the results of Chapter 11 to the design of

a path-following control system for underactuated underwater vehicles. A series of

path-following strategies for the vehicles was first discussed. A practical approach

was then chosen to facilitate the control development. We also addressed the parking

and point-to-point navigation problems for the vehicles in this chapter.

Part V (Chapter 14) presented several applications of the observer and control

design techniques developed in the previous chapters to other underactuated me-

chanical systems including mobile robots, and VTOL aircraft.

Finally this chapter concludes the book by briefly summarizing the main results

presented in the previous chapters and presenting related open problems for further

investigation.

15.2 Perspectives and Open Problems

Control of underactuated ocean vessels in particular and of underactuated mechani-

cal systems in general is far from being well completed. There are in fact numerous

important problems, which are still open to further investigation. In the previous

chapters, we provided a number of control objectives and their solutions. However,

this book has not covered all aspects of dynamics and control of the ocean vessels.

Here, we highlight some open problems with detailed discussion. The problems are

mainly chosen based on the following two criteria. First, to our knowledge these

problems are still open and have not been solved in the literature. Second, we think

that these problems potentially have important impacts on the development of con-

trol theory for underactuated systems and significant applications in practice. These

criteria are highly subjective and mainly reflect our personal experience and points
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of view. However, the discussions are usually made in an elementary and intuitive

manner.

15.2.1 Further Issues on Control of Single Underactuated Ocean

Vessels

15.2.1.1 Theoretical issues

Robust and Adaptive Issues. Although the trajectory-tracking controllers in this

book possess a certain robustness, more research is needed to design such a con-

troller that explicitly takes the environmental disturbances into account. Distur-

bances entering the actuated dynamics (e.g., surge and yaw for ships) can be easily

taken care of. However, disturbances that enter the unactuated dynamics (e.g., sway

for ships) are more difficult to handle. A possible way to reject the constant part of

these disturbances on the unactuated dynamics is to introduce a small angle to the

heading error to compensate for the disturbances.

Since the controllers in the book require exact knowledge of the system param-

eters, it is of interest to examine the problem of entirely unknown vessel parame-

ters. As opposed to the approach based on time-varying linear system stability, the

proposed control designs in this book generate explicit Lyapunov functions. This

feature can be further exploited in conjunction with adaptive control algorithms in

the literature to address the adaptive tracking problem.

Output Feedback Issues. The global coordinate transformations in the book bring

the ship and mobile robot systems to an affine form for which a global exponential

nonlinear observer can be easily designed. It is worth investigating the possibility

of extending this type of transformation to a certain class of Lagrange systems.

Indeed, the most difficult task is to obtain a solution of a set of partial differential

equations, which are in general not easy to solve. Furthermore, an adaptation rule

should be included in the observers to estimate the constant components (bias) of

the environmental disturbances.

15.2.1.2 Real Application Issues

Although several controllers presented in this book have been successfully imple-

mented on a scaled model ship, the following problems of technology transfer to

real application studies should be considered:

1. assessment of benefits obtainable from implementing nonlinear controllers on

real ocean-going vessels;

2. the issues of controller implementation in practice;

3. water-tank trials of controllers with scaled models;
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4. sea-going trials: a full set of application trials;

5. commercial implementation.

15.2.2 Coordination Control of Multiple Underactuated Ocean

Vessels

Coordination control involves controlling positions of a group of ocean vehicles

such that they perform desired tasks such as optimizing objective functions from

measurements taken by each vessel, and stabilization/tracking desired locations rel-

ative to reference point(s). Therefore from a reference trajectory/path point of view,

we can divide coordination control of a network of vessels into two main classes:

(1) Known reference trajectories in advance and (2) unknown reference trajectories

in advance, for the agents in the network. Three popular approaches to the known

reference trajectory in advance class are leader-following (e.g. [164, 165]), behav-

ioral (e.g., [166,167]), and use of virtual structures (e.g., [168,169]). Most research

work investigating formation control utilize one or more of these approaches in ei-

ther a centralized or a decentralized manner. Centralized schemes ( [165, 170, 171])

use a single controller that generates collision free trajectories in the workspace. Al-

though these guarantee a complete solution, centralized schemes require high com-

putational power and are not robust. Decentralized schemes (e.g., [57,172]) require

less computational effort, and are relatively more scalable to the team size. However,

it is very difficult to predict and control the critical points. For the unknown refer-

ence trajectory in advance class, coordination control often involves optimizing ob-

jective functions to give reference trajectories for the agents in the network to track.

An application of formation control based on the potential field method [165] and

Lyapunov’s direct method [173] to gradient climbing was addressed in [174]. Geo-

metric formation based on Voronoi’s partition optimization is given in [175]. Some

other work belonging to this class includes [176] on geometric formation, [177,178]

on pattern formation, [57] on flocking, [179] on swarm aggregation, and [180] on

deployment and task allocation. The main problem with this class is that the final

arrangement of the agents cannot be foretold due to the fact that the aforementioned

results use local optimization methods to optimize nonconvex objective functions.

This means that only local results can be obtained. For both classes, the aforemen-

tioned works assume that the vehicles have very simple dynamics such as single

or double integrators. Vehicle dynamics are usually complex in the sense of being

nonlinear and are subject to disturbances. Therefore, motion coordination control

systems and deployment algorithms for networked vehicles should consider these

complex features of the vehicle dynamics. It is suggested to combine the control

developments for the single underactuated ocean vessels in this book with the avail-

able coordination control algorithms to achieve the aforementioned coordination

objectives. Indeed, this combination is not a trivial task. It requires a careful exam-

ination of the algorithms developed for single vessels and coordination objectives.

The reader is referred to [181–185] for several coordination control results based
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on the control of single mobile robots in Chapter 14 of this book and the formation

control results in [186].
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