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Series Editors’ Foreword 

The series Advances in Industrial Control aims to report and encourage technology 
transfer in control engineering. The rapid development of control technology has 
an impact on all areas of the control discipline. New theory, new controllers, 
actuators, sensors, new industrial processes, computer methods, new applications, 
new philosophies , new challenges. Much of this development work resides in 
industrial reports, feasibility study papers and the reports of advanced collaborative 
projects. The series offers an opportunity for researchers to present an extended 
exposition of such new work in all aspects of industrial control for wider and rapid 
dissemination. 

In marine control systems, it is the demand for better motion control 
performance across a wide range of operational situations that has motivated 
researchers to the investigation and, in some cases, field sea trialling of new 
advanced control schemes.  Marine operations such as pipe-laying, drilling 
operations, cargo transportation, passenger transportation, marine airstrips, 
helicopter platforms and car-ferry operations may each require specialist vessels 
but within this variety is a small set of marine control problems.  It is the generic 
set of marine problems including course-keeping, roll-stabilisation, path-following, 
vertical motion control, station-keeping and dynamic positioning that taxes the 
ingenuity of the marine control engineer.  Ingenuity and inspiration are required 
because the marine vessel set-up usually comprises only a few actuators – rudders, 
fins and, maybe, thrusters, to accomplish a primary objective like course-keeping – 
to travel from A to B – and possible secondary objectives like reduction in wave-
induced roll so that passengers have a pleasant ride – good levels of passenger 
comfort.  An additional problem with the available actuators is that they have the 
non-linear characteristic of saturation.  Rudders and fins usually have both a 
maximum rate of travel, and a maximum angular range.  Similarly, thrusters will 
have maximum power outputs as well as effective angular range limits.  
Consequently, marine control system problems are invariable constrained actuator 
control problems. 

Tristan Perez’s Ship Motion Control is a comprehensive contribution to the 
marine control literature and to the Advances in Industrial Control monograph 
series.  The author has assimilated the past thirty-years’ work of marine control 
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engineers into a single volume whilst concentrating on two important research 
control design problems: 

 autopilots with rudder-roll stabilization and 
 fin and combined rudder-fin stabilization. 

He has been guided by some of the leading marine control academics, in particular 
Mogens Blanke and Thor Fossen; indeed Chapters 3 and 4 on kinematics and 
kinetics of ship motion are jointly authored with Professor Fossen.  There are some 
240 cited references – an invaluable resource for interested readers. 

The volume is likely to appeal to a wide range of readers who will each be able 
to extract something different from the various parts of the monograph.  Part I has 
some four chapters on the modelling fundamentals including kinematics, dynamics 
and actuators.  Part II is a very useful survey of the ship roll stabilization problem 
and how ship roll performance is measured and assessed.  This clearly motivates 
the human necessity for roll-reduction and roll stabilization.  Parts III and IV move 
on to the control systems aspects of the various stabilization designs.  Valuable 
material here includes a study of system performance limitations as caused by the 
presence of non-minimum phase characteristics and actuator saturation.  Chapter 
10 has an interesting historical review of these marine control problems stretching 
back some thirty-years into the 1970s.  Given the constrained nature of marine 
actuators it is perhaps not surprising that the solutions proposed in this volume, 
presented in Chapter 12 and 13, are based on the Model Predictive Control 
paradigm.  Appendix B which closes the volume is a very useful item, being a fully 
documented benchmark model for a naval vessel. 

The Advances in Industrial Control monograph series has always tried to 
include volumes which chart the progress of advanced systems techniques as 
applied to marine control problems.  This volume by Dr. Perez continues our 
tradition and makes a valuable contribution to the monograph series. 

M.J. Grimble and M.A. Johnson 
Industrial Control Centre 
Glasgow, Scotland, U.K. 



Preface

Motion control systems have a significant impact on the performance of ships
and marine structures allowing them to perform tasks in severe sea states
and during long periods of time. Ships are designed to operate with adequate
reliability and economy, and in order to achieve this, it is essential to control
the motion. For each type of ship and operation performed (transit, landing
a helicopter, fishing, deploying and recovering loads, etc.), there are not only
desired motion settings, but also limits on the acceptable (undesired) motion
induced by the environment. The task of a ship motion control system is
therefore to act on the ship so it follows the desired motion as closely as
possible.

This book provides an introduction to the field of ship motion control by
studying the control system designs for course-keeping autopilots with rudder
roll stabilisation and integrated rudder-fin roll stabilisation. These particular
designs provide a good overview of the difficulties encountered by designers of
ship motion control systems and, therefore, serve well as an example driven
introduction to the field.

The idea of combining the control design of autopilots with that of fin
roll stabilisers, and the idea of using rudder-induced roll motion as a sole
source of roll stabilisation seems to have emerged in the late 1960s. Since that
time, these control designs have been the subject of continuous and ongoing
research. This ongoing interest is a consequence of the significant bearing
that the control strategy has on the performance and the issues associated
with control system design. The challenges of these designs lie in devising a
control strategy to address the following issues: underactuation, disturbance
rejection with a non-minimum phase system, input and output constraints,
model uncertainty, and large unmeasured stochastic disturbances. To date, the
majority of the work reported in the literature has focused strongly on some
of the design issues whereas the remaining issues have been addressed using
ad hoc approaches. This has provided an additional motivation for revisiting
these control designs and looking at the benefits of applying a contemporary
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design framework, which can potentially address the majority of the design
issues.

Intended Audience

The book has been written for students, researchers and practitioners of both
control engineering and marine technology. Because of the mixed intended
audience, much effort has been put into balancing the level of the presentation
of topics of control and marine technology. Nevertheless, the reader is assumed
to have some background knowledge in linear systems and state-space models,
as covered in standard undergraduate control courses.

How Does the Book Fit in with the Related Literature?

With respect to the pioneering books on marine control systems by Prof. Thor
I. Fossen [66, 67], this book provides a deeper coverage of hydrodynamic as-
pects related to control, wave-induced motion modelling and roll stabilisation.
In addition, it addresses the fundamental issues of constrained control system
design and performance-limitation analysis. Therefore, this book complements
[66, 67]. This book also includes extensive references to the literature of ship
roll stabilisation of the last 30 years with, plus a complete benchmark example
vessel with both manoeuvring and seakeeping model parameters.

Numerical Simulations and Software Support

Throughout the book numerical simulations are used to illustrate the main
concepts and results. These simulations have been performed by the au-
thor using the Marine GNC Toolbox, which is part of the Marine Sys-
tem Simulator (MSS) developed at NTNU. This is a Matlab�/Simulink�-
based toolbox specially developed for rapid prototyping and evaluation of
marine control systems. For further details and free-download versions see
http://www.cesos.ntnu.no/mss

Book Overview

The key ingredients for a successful control system design are

• A mathematical model of the system to be controlled,
• Understanding of how performance will be assessed,
• Knowledge of fundamental limitations that may prevent any design achiev-

ing the desired performance.

XII
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The book is thus organised in four parts; the first three parts deal with the
above ingredients, and the fourth addresses control system design:

Part I—ship modelling for control. This part introduces the models used
to describe environmental disturbances and ship dynamics for control system
design. Chapter 2 introduces concepts of related to modelling and simulation
of ocean waves. It discusses the principal characteristics of waves relevant
to the ship motion control system design and presents different modelling
and simulation techniques. The modelling of a marine vehicle is then con-
sidered in three parts. Chapter 3 describes the geometrical aspects of ship
motion (kinematics): variables, reference frames and transformations of vari-
ables. Chapter 4 presents the equations of motion (kinetics); it discusses how
these equations are formulated in different theories of ship motion study (ma-
noeuvring and seakeeping), and how the different models are linked to obtain
both comprehensive models for control testing and simplified models for con-
trol system design. This chapter introduces a novel state-space model for
manoeuvring in a seaway, which is believed to be the basis for a new genera-
tion of model-based ship motion control systems. Simulation aspects of ship
motion are also discussed. Chapter 5 reviews the characteristics and models
of actuators: lifting surfaces and the forces and moments they generate. This
includes rudders, fins and their associated machinery.

Part II—introduction to ship roll stabilisation. Chapter 6 provides
an overview of the roll stabilistion techniques commonly used, and discusses
the advantages and disadvantages of each technique. Chapter 7 reviews the
methods commonly employed in the marine environment to assess the motion
performance of the ship. These methods provide a basis for obtaining control
system specifications in agreement with performance assessment methods.

Part III—performance limitations in feedback control with appli-
cation to ship roll stabilisers. Using the models introduced in Part I, this
part addresses the fundamental issue of performance limitations for the par-
ticular problems of rudder and fin roll stabilisation. Chapter 8 reviews the
fundamental performance limitations of the closed-loop system due to the dy-
namic characteristics of the ship. A study quantifying the limitations due to
the non-minimum phase dynamics and underactuation characteristics of the
system is presented. Chapter 9 incorporates the limitations imposed by the
limited authority of the actuators into the study and discusses the role of the
different limiting factors under different sailing conditions. The material pre-
sented in this part contributes to a deeper understanding of the main design
issues and provides a method to estimate a benchmark performance prior to
the design.

Part IV—control system design for autopilot with RRS and fin sta-
bilisers. Chapter 10 presents a comprehensive review of the previous work on

XIII



control of rudder and fin stabilisers. Chapter 11 provides an introduction to
constrained control system design, with emphasis on techniques based on opti-
mization; in particular model predictive control. Chapter 12 discusses the con-
stituting parts of contemporary course-keeping autopilots (guidance system,
wave filters and controller), and concentrates on control design. Chapter 13
addresses the control system design for fin-based roll stabilisers. It discusses
a non-linear phenomena due unsteady hydrodynamics, which appears to af-
fect the performance of stabilisers in moderate to rough sea states. A control
strategy based on constrained control is then proposed to address the design
issues. Finally, the problem combined rudder-fin stabilisation is discussed.

XIV          Preface
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1

Introduction to Ship Motion Control

Marine vehicles are designed to operate with adequate reliability and economy,
and in order to accomplish this, it is essential to control the motion of the ship.
This control task consists in making the ship to follow, as closely as possible, a
desired trajectory, which can be defined in terms of the ship’s position, velocity
and acceleration. In most ship operational conditions, the desired trajectory
is slowly varying (low-frequency motion) compared to the motion induced by
the waves (wave-frequency motion). This results in motion control problems
with different objectives:

• Control only the low-frequency motion,
• Control only the wave-frequency motion (motion damping),
• Control both.

Course keeping and dynamic positioning are examples of ship motion control
problems in which it is desired to control only the low-frequency motion the
ship. Roll stabilisation of surface ships and heave compensation for offshore
structures are examples in which it is desired to control the wave-frequency
motion. The design of autopilots for simultaneous course keeping and roll
stabilisation using only the rudder is an example in which the control objective
requires controlling both low-frequency motion (for the course) and the wave-
frequency motion (for roll).

For each type of ship and operation performed, there are settings for the
desired trajectory, and also limits on the acceptable wave-induced motion un-
der which the operation can be performed. These limits can be imposed on
either absolute or relative motions: displacements, velocities and accelerations
and also on responses derived from motions, e.g. motion sickness incidence and
motion induced interruptions. For example, pipe-laying vessels, drilling ves-
sels, air craft carriers and other navy ships handling weapons all require small
wave-induced displacements to be able to perform their tasks or missions.
Wave-induced accelerations, on the other hand, affect the performance of the
crew, and can also produce cargo damage. Long exposures to vertical acceler-
ations, for instance, produce seasickness, which affects crew effectiveness and
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passenger comfort. Large lateral accelerations can produce cargo damage and
prevent the crew from working on deck. In less extreme cases, lateral acceler-
ations increase the amount of time required by the crew to accomplish their
tasks.

This chapter provides a brief introduction to the fundamental problem
of ship motion control and the issues associated with control system design.
Issues related to control system implementation that may affect the design
are also discussed.

1.1 The Fundamental Problem of Ship Motion Control

Goodwin et al.[89], give the following general definition for the fundamental
problem of control:

Definition 1.1 (Goodwin et al.[89]). The central problem in control is to
find a feasible way to act on a given system so it adheres, as closely as possible,
to some desired behaviour. Furthermore, this approximate behavior should be
achieved in the face of uncertainty of the system to be controlled and in the
presence of uncontrollable external disturbances acting on the system. ◦ ◦ ◦

The above definition reveals issues that commonly affect the control system
design:

• Feasibility. The proposed solution must be technically, economically and
environmentally viable. This means that the control design often will be
subject to constraints. These constraints often lead to conflicting control
objectives.

• Action. Acting on the system requires energy, and the amount of energy
available to implement the control action may be limited. Therefore, this
may also introduce constraints on the design.

• Desired behaviour. The behaviour of the system must be properly spec-
ified. This may influence decisions about the tools from control theory used
for the design.

• Uncertainty. Assuming a complete characterization of the behaviour of
the system is highly unrealistic, and some magnitudes of interest may not
be available for taking measurements. This means that the design must
perform well in the presence of uncertainty; understanding this is crucial
because feedback control can lead to catastrophic results if uncertainty is
not properly accounted for in the design.

• Disturbances. Disturbances, in general, cannot be known a priori. This
introduces further uncertainty into the design.



1.1 The Fundamental Problem of Ship Motion Control 3

The fundamental problem of ship motion control can then be defined in
terms of Definition 1.1 by replacing the word system by ship; and specifying
the desired behaviour in terms of a desired trajectory, which may also include
reducing wave-induced motion.

The solution to a ship motion control problem depends on the requirements
of the particular operations performed by the ship, e.g. transit, dynamic posi-
tioning, assisted position mooring, diving (for underwater vehicles), and it is
based on the interconnection of three systems as shown in Figure 1.1. These
systems perform the following functions:

• Guidance system. This system generates the desired settings: a reference
trajectory (position, velocity and acceleration). A guidance system usually
has the functions shown in Figure 1.1. The waypoint generator, establish
the desired wayponits according to information regarding the mission, op-
erator decision, weather, fleet operations, amount of power available etc.
The waypoint management system updates the active waypoint based on
the current position of the ship. The reference computing algorithms gen-
erate a smooth feasible trajectory based on a reference model, the ship
actual position, amount of power available, and the active way point.

• Control system. This system processes information to infer the state of
the ship and to generate an appropriate command for the actuators so
as to reduce the difference between the actual and desired trajectories.
The controller can have different operation modes, and depending on the
type of operation performed by the ship, the controller can combine (or be
switched into) the different modes: autopilot mode, dynamic positioning
(DP) mode, roll and pitch stabilisation mode, etc.
For some ships and operations, it can happen that the desired control
action can be delivered in several ways due to over-actuation, i.e. differ-
ent combinations of actuator demand can yield the same control action.
In these cases, the control system must also solve the so-called control
allocation problem based on some optimisation criteria.

• Navigation system. This system provides reliable measurements. The
basic functions of this system are to collect information from the many
sensors on the ship (GPS, speed log, compass, gyros, radar, accelerometers
etc.), perform signal quality checking, and transform the measurements to
a common coordinate reference frame used by the control and guidance
systems.

Although not explicitly indicated in Figure 1.1, the guidance, navigation,
and control systems must also have mechanisms for fault detection, and re-
dundancy. This allows reconfiguring the control so as to minimise the impact
of faults on safety and performance.
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Fig. 1.1. Basic elements of a ship motion control system

1.2 Ship Motion Control Problems and Control Designs
Addressed in this Book

In this book, we will focus on design of the control system part of the scheme
shown in Figure 1.1. In particular, we will limit our discussion to the ship
motion control problems of course keeping and roll reduction, and address the
design of the following type of controllers:
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• Autopilots with rudder roll stabilisation,
• Fin stabilisers,
• Integrated control of rudder and fin stabilisers.

The topics of guidance and navigation of marine systems will not be discussed
here, for these have been comprehensively covered in [67].

The autopilot is a controller that regulates the heading of the ship to a de-
sired value provided by the guidance system—see Figure 1.1 (see Section 12.1
for a further review of the functions of contemporary autopilots). Most surface
ships use rudders to correct the heading of the ship, and therefore, in these
cases, the autopilot generates a rudder angle command.

Apart from affecting the heading, the rudder can induce significant roll
motion in some ships, and this characteristic may be exploited to reduce
the undesired roll motion induced by the waves. In this case, the autopilot
can incorporate a rudder roll stabilisation (RRS) function, and the control
objectives then become to regulate the heading to a desired value and to
reduce the roll angle and roll accelerations as much as possible.

Regarding roll reduction, some vessels can be equipped with fin stabilisers.
In general, fin stabilisers only use information of roll motion, and are controlled
independently from the rudder. However, due to the coupling between roll and
heading, it has long been suggested and recognised (see, for example, [43]) that
an integrated control system design for commanding fins and rudder can offer
a performance better than that of two independent designs.

The design of autopilots with rudder roll stabilisation and the integrated
fin-rudder control have been the subject of ongoing research interest for over
30 years. This is a consequence of the significant bearing the control strategy
has on ship performance and also the complexity associated with the control
design. Therefore, these designs provide a comprehensive overview of the main
difficulties associated with ship motion control; and thus, a good introduction
to the topic.

1.3 Mathematical Models for Control

A successful control system design and further description of the design prob-
lem requires knowledge of the system to be controlled. This knowledge is
captured by a Mathematical Model (MM), i.e. mathematical expressions that
describe the relationship amongst the magnitudes that characterize the system
[156].

In control design, mathematical models allow one to design a controller, to
perform numerical simulations of different scenarios, and to obtain a prelim-
inary assessment of the impact that the design can have on the performance
of the system. These numerical simulations often preclude any experimental
assessment of the design—this is often the case for marine systems due to the
high cost of performing both scale-model experiments and full-scale sea trials.
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In this book, we use mathematical models to describe the motion of a ship
due to the action of the environment and the action of the control system.

When building and using mathematical models, one should bear in mind
that the level of complexity of the model and more importantly the assump-
tions under which the model was developed match the purpose of the model.
For control purposes, we usually deal with two types of mathematical models
[89, 211]:

• Control-design models (CD-models). These are models used for con-
trol system design purposes and analysis of some properties of the system
(stability, fundamental limitations, robustness, etc.). Control design mod-
els capture the essential behaviour of the system. These models are often
state-space models (first-order vector ordinary differential equations), or
in the case of linear systems they could be transfer functions (Laplace
transform domain)—see Section 1.4.

• High-fidelity models (HFi-models). The purpose of these models is
to describe the behaviour of the system as accurately as possible. These
models are used to test controllers on a more sophisticated model than the
one used during the design; but these models can also be used to calibrate
the CD-models. In practice, control design can be an iterative process: one
always starts with the simplest CD-model as possible so to avoid having
a complex controller, and then test the controller with the HFi-models. If
the performance is not satisfactory, then one may need to upgrade the CD-
models and redesign the controller. Thus, the HFi-models can be used to
both assess the quality of the controller and the quality of the CD-models.
Oftentimes, HFi-models incorporate features that have a direct bearing
on the system behaviour, but render the methods of control theory not
applicable [89].

Both these types of models will be used throughout the book to describe the
motion of ships.

1.4 State-space and Input-output Models Revisited

Figure 1.2 shows a typical mathematical model representation of the input-
output characteristics of the system, in which the following variables are in-
volved:

• u(t) ∈ R
m is the input or manipulated variable—control command.

• yc(t) ∈ R
k is the controlled output or variable of interest.

• y(t) ∈ R
p is the measured output.

• w(t) ∈ R
l is the disturbance.

• n(t) ∈ R
p is the measurement noise (usually considered additive).

• h〈◦, ◦〉 : R
m × R

l → R
p is an operator (typically an ordinary differential

equation).
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Fig. 1.2. Mathematical models

The controlled output yc(t) is the variable for which we would like to
specify a behavior (keep it constant or follow a reference)—See Definition 1.1.
Oftentimes, the controlled output coincides with the measured output, yc(t) =
y(t), but this may not be case in general—indeed, in some cases, we are
interested in controlling the behaviour of variables that we do not measure.
For example, in the case of ship roll stabilisation, roll angle is the measured
output, but depending on the mission performed by the ship, roll acceleration
can also be of interest, which is usually not measured.

The manipulated variable u(t), is related to the action by which the be-
haviour of the system is modified, e.g. a rudder angle, demand of thrust of a
thruster, the angle of attack of a fin stabiliser. Apart from the action related
to the manipulated variable, there are interactions between the system and its
surrounding environment, over which we will have no control, that act on the
system and modify its behavior, e.g. in the case of a ship these could be the
actions of waves, wind and current. These uncontrollable actions are called
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disturbances and may be measured or not. In the model shown in Figure 1.2,
the disturbances are represented by the disturbance vector w(t). These mag-
nitudes are often non-deterministic; and therefore, a stochastic description
can be used in terms of their power spectral densities and probability density
functions.

Another type of disturbance present in control systems is a noise that
represents the uncertainty introduced by the limited accuracy of the sensors
used to perform the measurements. This is represented by the measurement
noise vector n(t) in Figure 1.2, which is also described in terms of its stochastic
characteristics. For example, it usually assumed that the measurement noise
is Gaussian and uncorrelated, while the disturbance vector is often assumed
Gaussian with a given narrow-banded power spectral density. In some cases,
however, the stochastic characteristics of the disturbances may be difficult
to establish; then disturbances can be described in terms of set membership,
i.e. by describing the set in which they take values–this is also referred to as
unknown but bounded description [24].

1.4.1 State-Space Models

For control system analysis and design, the operator h〈◦, ◦〉 in Figure 1.2
usually takes the following general form called a state-space representation:

ẋ(t) = f(t,x(t),u(t),w(t))
yc(t) = gc(t,x(t),u(t))
y(t) = gy(t,x(t),u(t)) + n(t),

(1.1)

where x(t) ∈ R
n is the so-called state vector. This is a vector of internal

variables of the system, called the state variables. If the values of the state
variables and inputs are known at a particular time instant, then the val-
ues of all other variables of interest in the system can be found via static
relationships1 of state and input variables at that same time instant [156].

Example 1 For ship motion control design problems, the motion of the ship
can be conceptually described as a mass-spring-damping system. Let us con-
sider in this example the basic mass-spring-damping system in one degree of
freedom.

Let the offset position of the mass with respect to its equilibrium position
be z(t) and consider a control force Fc(t) used to position the mass and an
external disturbance force Fd(t) also acting on the system. Then, Newton’s
second law gives the following ordinary differential equation to describe the
motion of the system:

Mz̈ + D ż(t) + Kz(t) = Fc(t) + Fd(t), (1.2)
1Static relationships depend on the current value of the variables, but not on

past values.
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where M is the mass, D is the damping coefficient and K the stiffness char-
acteristic of the spring. Now we can define the auxiliary variables

x1(t) � z(t)

x2(t) � ż(t).
(1.3)

From these definitions and (1.2), we can obtain a state-space representation:

ẋ1(t) = x2(t)

ẋ2(t) = M−1[−Kx1(t) − Dx2(t) + Fc(t) + Fd(t)].
(1.4)

If we are interested in the velocity of the mass, and we measure it, then, we
can express the system in the form of (1.1) by considering

x(t) �
[
x1(t)
x2(t)

]
, u(t) � Fc(t), w(t) � Fd(t)

y(t) = x2(t) + n(t),
(1.5)

where n(t) represents the uncertainty introduced by the velocity measurement
device.

Notice that if we know x1(t), x2(t), Fc(t) and Fd(t) at a particular time
instant, we can then calculate any other variable of interest of the system via
a static relationship: force of the spring, force of the damper, deformation of
the spring, etc. ◦ ◦ ◦

The choice of state variables is not unique. Indeed, following with the
example above, we could have chosen as state variables the momentum of the
mass (p = Mż) and the force of the spring (Fs = Kz), and obtain another
state-space representation.

If the value of all the components of the state vector is necessary and
sufficient to determine the value of any variable of the system at a time instant
(together with the knowledge of the input at that instant), the state vector
is said to be a minimal state vector [156]. The number of components of any
minimal state vector is the order of the system, which is a unique characteristic
of the system. For mechanical systems, the order is twice the number of degrees
of freedom. Typically, when we talk about the order of a system or model2

in control applications, we refer to the number of components of any minimal
state vector that can be used to describe the system.

When the system is linear the model (1.1) takes the following form

ẋ(t) = A(t)x(t) + B(t)u(t) + E(t)w(t)
y(t) = C(t)x(t) + D(t)u(t) + n(t),

(1.6)

2Once a mathematical model of the real physical system has been obtained, the
mathematical model becomes the subject of study for control design and analysis
purposes. Hence, the words model and system are often considered synonyms.
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where A(t), B(t), C(t), D(t), and E(t) are matrices of appropriate dimensions.
For ease of exposition and without much loss of generality, it will be assumed
in the rest of this chapter that the measured and controlled output variables
are the same, i.e. y(t) = yc(t).

When the matrices in (1.6) are constant over time, the model or system is
said to be a Linear Time Invariant (LTI) model or system.

Example 2 Following with Example 1, in which the damping and the spring
are linear, we can express the state-space model as[

ẋ1(t)
ẋ2(t)

]
=

[
0 1

−M−1K −M−1D

] [
x1(t)
x2(t)

]
+

[
0

M−1

]
Fc(t) +

[
0

M−1

]
Fd(t),

y(t) =
[
0 1

] [
x1(t)
x2(t)

]
+

[
0

n(t)

]
,

(1.7)

with the obvious definitions for the matrices A, B, C, D and E. ◦ ◦ ◦

1.4.2 Laplace-Transform Models

For a LTI system, the application of Laplace Transform gives a zero initial
condition input-output representation of the system. In this formulation, the
Laplace transforms of the different variables are related as follows when the
initial conditions are zero:

Y(s) = H(s)U(s) + G(s)W(s) + N(s), (1.8)

where

U(s) = [L{u1(t)}, ...,L{um(t)}]t
Y(s) = [L{y1(t)}, ...,L{yp(t)}]t
W(s) = [L{w1(t)}, ...,L{wl(t)}]t
N(s) = [L{n1(t)}, ...,L{np(t)}]t,

with L{·} being the Laplace transform operator. The matricices H(s), G(s)
are the so called transfer function matrices

H(s) =

⎡⎢⎣H11(s) · · · H1m(s)
... · · · ...

Hp1(s) · · · Hpm(s)

⎤⎥⎦ G(s) =

⎡⎢⎣G11(s) · · · G1l(s)
... · · · ...

Gp1(s) · · · Gpl(s)

⎤⎥⎦ . (1.9)

The transfer function matrices can be obtained from the state-space represen-
tation (1.6) with constant matrices as follows

H(s) = C(sIn×n − A)−1B + D

G(s) = C(sIn×n − A)−1E + D,
(1.10)

where In×n is the identity matrix of order n.



1.5 Computer-Controlled Systems 11

Example 3 Following with Example 1,

Y(s) =
M−1s

s2 + D
M s + K

M︸ ︷︷ ︸
H(s)

U(s) +
M−1s

s2 + D
M s + K

M︸ ︷︷ ︸
G(s)

W(s) + N(s), (1.11)

where Y(s) = L{ż(t)}, U(s) = L{Fc(t)}, W(s) = L{Fd(t)} and N(s) =
L{n(t)}. ◦ ◦ ◦

One the most important properties of the transfer function description is
that it allows one to look at the system from a frequency domain point of
view. For example, let us consider only the inputs in (1.8) for simplicity, and
assume that these are of the following form:

uk(s) = ak cos(ωkt + εk), k = 1, ...,m,

then if the system is asymptotically stable, the outputs will satisfy

yj(t) =
m∑

k=1

ak|Hjk(jωk)| cos[ωkt + εk + arg Hjk(jωk)], j = 1, ..., p

in steady state, i.e. after the transient response extinguishes. With this infor-
mation, one can design a controller based on frequency domain specifications.

Control theory provides a set of methods for analysis and design of con-
trol systems. These methods, however, are often applicable if the controlled
system is described using either of the model representations reviewed in this
section, i.e. state-space models and Laplace transform models. Therefore, one
of the tasks of the control system designer is to develop such models or trans-
form other type of models, e.g. HFi-models into the these forms. For further
description of the models described in this section and their properties see,
for example, [62, 89].

1.5 Computer-Controlled Systems

Nowadays, most control systems are implemented using computers, and the
data transferred between sensors and the controller and between the controller
and the actuators is done in digital form. Figure 1.3 represents a simplified
version of a computer controlled system.

Using computers to implement control systems has many advantages over
their analog counterparts (usually implemented with analog electronics). For
example, in computer control systems, it is easy to upgrade the controller
complexity by modifying the software that implements the control algorithm.
We can also incorporate the features of fault detection, diagnosis, and modify
the controller on-line to account for faults (fault tolerant control). The latter is
of paramount importance in practice because it increases safety and reliability.
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Control Command 

Motion

Environmental
disturbances

Sensors

    Control algorithm

Desired settings

Actuators

Control
action

Forces

Forces

Measurements

Plant

A/D

A/D

D/A

Controller

Noise

y(t)

yk

u(t)

uk

Fig. 1.3. Simplified computer-controlled system

From the control design perspective, one may perform the design in contin-
uous time, and then implement a discrete-time approximation of the resulting
controller. This works well when the complexity of the controller is low (and
thus requiring short computation time) and all the communications between
the controller and sensors and actuators allow a fast sampling rate. However,
when this is not the case and the sampling period cannot be small due to eco-
nomic or technical constraints, the digital nature of the controller can affect
the performance of the closed-loop system. In these cases, it can be advanta-
geous to consider the design from a discrete-time point of view ab initio.

The decision about considering a discrete-time design framework may not
only be based on implementation issues, but also on modelling issues. Indeed,
analytical mathematical models obtained from the laws of physics are usually
continuous-time models. In many cases, however, such models may not be
possible to obtain due to the high complexity of the systems we want to con-
trol. Alternatively, even when the structure of the model can be determined
analytically, the end result would require the knowledge of parameters whose
values are not easy to determine. In these cases, one can use experimental
modeling to estimate the parameters or system identification to obtain a sim-
plified model and its parameters from data collected during experiments. If we
apply these methods, the model obtained is often a LTI discrete-time model:
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xk+1 = Φxk,+Γuk + Γw wk

yk = Cxk + Duk + nk.
(1.12)

where the index k denotes that the value of the variables is known at the time
instant tk = t0 + Ts k, where Ts is the sampling period, and the index takes
the values k = 0, 1, 2, ...

If we have access to a continuous LTI model, then there are different
methods that we can use to convert it into a discrete-time model. A simple
method (although not the one with the best numerical properties [89]) is to
approximate the derivative in the state equation in a state space model by an
increment:

ẋ ≈
x(t + Ts) − x(t)

Ts
, (1.13)

which leads to the Euler method for converting continuous to discrete-time
systems:

xk+1 = (In×n + ATs)xk + Ts Buk + Ts Ewk

yk = Cxk + Duk + nk,
(1.14)

and hence,

Φ � (In×n + ATs)

Γ � Ts B

Γw � Ts E.

(1.15)

An alternative representation is obtained by using the zero-order hold method
[9, 73, 89]:

Φ � exp(ATs)

Γ � A−1(Φ − In×n)B

Γw � A−1(Φ − In×n)E,

(1.16)

which reverts to the Euler representation if the exponential is expressed as a
series expansion and only the linear terms are considered.

In this book, we will use both continuous and discrete-time models in
the forms presented above. The material presented in this chapter regarding
models serves as a description of notation and model structures adopted in
the book. Readers requiring a more thorough discussion of state-space models,
discrete-time models and computer control systems are referred to [9, 73, 89].

1.6 The Road Ahead

The key ingredients for a successful ship motion control system design are
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• A mathematical model of the ship,
• Understanding of how performance will be assessed,
• Knowledge of fundamental limitations, if any.

The rest of the book is therefore organised in four parts; the first three parts
deal with the above ingredients, while the fourth part addresses control system
design for

• Autopilots with rudder roll stabilisation,
• Fin and combined rudder-fin roll stabilisation.



Part I

Ship Modelling for Control



2

Environmental Disturbances

The undesirable motion of a ship in a seaway is induced by the action of
environmental disturbances: waves, wind and current. For the particular ship
motion control problem considered in this book (course keeping and roll stabil-
isation), ocean waves are the dominant environmental disturbance; and hence,
the type of disturbances described in this chapter.

From the control system design perspective, the characterization of the
disturbances acting on the ship is essential to design good performance ship
motion controllers and to understand limitations that may prevent the design
achieving the performance specifications. In this chapter, we review models
and simulation techniques that characterize the elevation of the sea surface.
This serves as a basis for the study of ship motion: response to wave excitation
loads—which is covered in Chapter 4.

2.1 Basic Hydrodynamic Assumptions

The description of waves and the interaction between waves and floating ob-
jects requires some basic knowledge of fluid flow behaviour. This is the field
of study of hydrodynamics. In this section, we review some the elementary
concepts.

2.1.1 Fluid Flow and Continuity

To describe most fluid flow phenomena associated with the waves and the
motion of ships in waves, we need to know the velocity of the fluid and the
pressure at different locations. The velocity of the fluid at the location

x =
[
x1, x2, x3

]t (2.1)

is given by the fluid flow velocity vector :

v(x, t) =
[
v1(x, t), v2(x, t), v3(x, t)

]t
. (2.2)
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This vector is described relative to the, so-called, hydrodynamic reference
frame (h-frame) that has its origin in the mean free surface of the water with
the vertical coordinate z taken positive upwards.

For the flow velocities involved in ship motion, the fluid can be considered
incompressible, i.e. of constant density ρ. Under this assumption, the net
volume rate at a volume V enclosed by a closed surface S is∫∫

S

v · n ds =
∫∫∫

V

div(v) dV = 0, (2.3)

where we have used the divergence theorem—see [3] for different identities
derived from (2.3). Since (2.3) is valid for all the regions V in the fluid, then
by assuming that ∇ · v is continuous, we obtain

div(v) = ∇ · v =
∂v1

∂x
+

∂v2

∂y
+

∂v3

∂z
= 0, (2.4)

which is the continuity equation for incompressible flows.

2.1.2 Material Derivative

Let f(x, y, z, t) be a scalar function and f(t, x, y, z) a vector function, which
describe some properties of interest of the fluid; then,

df

dt
=

∂f

∂t
+

∂f

∂x

dx

dt
+

∂f

∂y

dy

dt
+

∂f

∂z

dz

dt

df
dt

=
∂f
∂t

+
∂f
∂x

dx

dt
+

∂f
∂y

dy

dt
+

∂f
∂z

dz

dt
.

(2.5)

If these are taken for the function x(t) s.t. ẋ(t) = v(t), then we have a special
notation, and the derivatives are called material derivatives:

Df

Dt
=

∂f

∂t
+

∂f

∂x
v1 +

∂f

∂y
v2 +

∂f

∂z
v3

Df
Dt

=
∂f
∂t

+
∂f
∂x

v1 +
∂f
∂y

v2 +
∂f
∂z

v3,

(2.6)

or
Df

Dt
=

∂f

∂t
+ v · ∇f,

Df
Dt

=
∂f
∂t

+ (v · ∇)F. (2.7)

The first terms on the right-hand side account for the rate of change at a fixed
location, whereas the second terms account for the rate of change following
the fluid at the local flow velocity v(t).
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2.1.3 Navier-Stokes Equations

The conservation of momentum in the flow is described by the Navier-Stokes
Equations (see, for example, [3])

ρ
Dv
Dt

= ρF −∇p + µ∇2v, (2.8)

where F are accelerations due to volumetric forces, from which only the gravity
it is often considered; i.e. F = [0 0 − g]t, p = p(x, t) is the pressure, and µ is
the viscosity coefficient of the fluid.

To describe the real flow of ships, it is then necessary to solve the Navier-
Stokes equations (2.8) together with the continuity equation (2.4). These form
a system of non-linear partial differential equations, which unfortunately, do
not have analytical solution, and the numerical solutions are still far from
being feasible with current computing power. One approximation used consists
in decomposing the unknowns, v and p, into a steady part which is a time
average and a fluctuating part. This gives rise to the Reynolds Averaged
Navier-Stokes equations (RANS), which can be solved numerically [23].

2.1.4 Potential Flows and The Bernoulli Equation

If we neglect viscosity, we have what we call an ideal fluid. This is a commonly
made assumption to calculate ship flows because viscosity often matters only
in a thin layer close to the ship hull. By disregarding the last term in (2.8),
we obtain the Euler equations of fluid motion:

ρ
Dv
Dt

= ρF −∇p. (2.9)

A further simplification of the flow description is obtained by assuming
that the flow is irrotational, this is

curl(v) = ∇× v = 0. (2.10)

The term potential flow is used to describe irrotational flows of invisid-
incompressible fluids. Under this assumption, there exists a scalar function
Φ(t, x, y, z) called potential such that

v = ∇Φ. (2.11)

Hence, if we know the potential, we can calculate the velocities:

v1 =
∂Φ

∂x
, v2 =

∂Φ

∂y
, v3 =

∂Φ

∂z
. (2.12)

For this case, the continuity equation reverts to the Laplace Equation of the
potential:
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∇2Φ =
∂2Φ

∂x2
+

∂2Φ

∂y2
+

∂2Φ

∂z2
= 0. (2.13)

The potential can then be obtained by solving the Laplace equation (2.13)
subject to appropriate boundary conditions, i.e. by solving a boundary value
problem.

The Euler equation of fluid motion (2.9) can be expressed as

∂v
∂t

+ (v · ∇)v = −∇
(

p

ρ
+ Υ

)
, (2.14)

where −∇Υ = F, i.e. Υ = gz. Using properties of vector calculus (see, for
example, [3]), this becomes

∂v
∂t

+ (∇× v) × v = −∇
(

p

ρ
+

1
2
v2 + Υ

)
(2.15)

If the flow is irrotational, then the second term of the left-hand side vanishes,
and we can express the above as

∇
(

p

ρ
+

∂Φ

∂t
+

1
2
(∇Φ)2 + Υ

)
= 0. (2.16)

This expression is valid in the whole fluid. Hence,

p

ρ
+

∂Φ

∂t
+

1
2
(∇Φ)2 + gz = C, (2.17)

which is the Bernoulli equation.
By setting the constant C = p0/ρ, we can obtain the relative pressure from

p − p0 = −ρgz − ρ
∂Φ

∂t
− ρ(∇Φ)2. (2.18)

For simplicity, the atmospheric pressure p0 is often considered zero.
Potential flows offer a great simplification, which can be see from (2.11)

and (2.18), i.e. if we know the potential, then we know the velocity and
the pressure in the fluid, from which we can calculate the forces acting on
a floating body. For most problems related ship motion in waves, potential
theory is sufficient to obtain results with appropriate accuracy for engineering
purposes. For further discussions on the topics presented in this section, see
[3], [23], [63], [114] and [159].

2.2 Regular Waves in Deep Water

The term regular wave refers to a harmonic wave travelling on the surface of
the fluid:
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Fig. 2.1. Regular wave parameters.

ζ(x, t) = ζ̄ sin(ωt − kx + ε). (2.19)

Figure 2.1 depicts the main parameters defining a harmonic wave traveling in
the x-direction with respect to the hydrodynamic reference frame (xh, yh, zh).
The sea surface elevation is denoted by ζ(x, t). This is characterised by a
sinusoid of constant amplitude ζ̄ as described in (2.19). The double amplitude
or wave height is denoted by H = 2ζ̄, λ is the wave length, and ω is the
circular wave frequency related to the wave period T via ω = 2π/T . The
speed at which the crest of the wave travels over the surface is called the wave
celerity c = λ/T .

A mathematical description of the fluid flow velocities and the pressure
distribution due to a travelling wave can be obtained from potential theory.
Indeed, if Φw(t, x, y, z) is the potential due to the traveling wave, then, the
following equation is satisfied in the fliud:

∇2Φw = 0. (2.20)

By solving this, the velocity of the fluid particles is given by ∇Φw, and the
pressure can be calculated from the Bernoulli equation (2.18).

To obtain the potential, we need to solve Equation (2.20) together with
the following boundary conditions (see, for example, [63]):

1. Kinematic free-surface boundary condition. This condition estab-
lishes that a fluid particle on the free surface remains on the free sur-
face. Mathematically, this is expressed though the material derivative
D(z − ζ(x, y, t))/Dt = 0. Using a Taylor expansion and taking only the
linear terms, this condition becomes

∂ζ

∂t
=

∂Φw

∂z
on z = 0. (2.21)
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2. Dynamic free-surface condition. This condition establishes that the
water pressure equals the atmospheric pressure on the free surface. By
considering the linear terms in the Bernoulli equation (2.18), this condition
becomes

gζ +
∂Φw

∂t
= 0 on z = 0. (2.22)

3. Sea bed condition. This condition establishes that there is no flow ve-
locity component normal to the sea bottom. Assuming a flat sea bed this
is

∂Φw

∂z
= 0 on z = −h, (2.23)

where h is the depth.

The solution of the above boundary value problem with h → ∞ that is
consistent with the physics of the problem for a wave propagating in the xh

direction is [159, 63, 3]

Φw(t, x, y, z) =
gζ̄

ω
ekz cos(ωt − kx + ε). (2.24)

The parameter ζ̄ is the amplitude of the wave, ε is the initial phase and k is
the wave number . For the deep water conditions being considered (h ≥ λ/2),
the following dispersion relationships hold:

k =
ω2

g
λ =

g

2π
T 2. (2.25)

Also, the fact that only the linear terms are considered in the free-surface
boundary conditions means that the solution will be valid for waves of small
steepness, i.e. ζ̄/λ 	 1 (see [3]).

If the waves propagate at an angle χ with respect to the positive axis xh,
then the potential can be expressed as

Φw(t, x, y, z) =
gζ̄

ω
ekz cos(ωt − kx cos(χ) − ky sin(χ) + ε). (2.26)

From the dynamic free-surface condition, we obtain the wave elevation:

ζ(x, y, t) = ζ̄ sin[ωt + ε − kx cos(χ) − ky sin(χ)]. (2.27)

Also, ∇Φw gives the velocity components of a particle in the fluid:

v1(x, y, z, t) = ω cos(χ)ekz ζ̄ sin[ωt + ε − kx cos(χ) − ky sin(χ)]

v2(x, y, z, t) = ω sin(χ)ekz ζ̄ sin[ωt + ε − kx cos(χ) − ky sin(χ)]

v3(x, y, z, t) = ωekz ζ̄ cos[ωt + ε − kx cos(χ) − ky sin(χ)]

(2.28)

The behaviour of waves is significantly affected by the depth. For the
particular applications considered in this book, only deep water characteristics
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will be considered. Shallow water effects are discussed, for example, in [159,
163].

The wave description presented above corresponds to the, so-called, first-
order wave theory or linear wave theory. The linearity follows from the Laplace
equation and the boundary conditions considered: the principle of superposi-
tion holds for the potentials; and thus, for the surface elevation and fluid par-
ticle velocities. Second-order theory, for example, accounts for non-linearities
related to the square of the wave amplitude. This gives a more accurate de-
scription of mean drift forces and slowly-varying wave induced loads on ships
and marine structures, which is important for the analysis of moored ships
and structures and to evaluate added resistance in waves [63, 23]. First-order
wave theory only describes zero mean phenomena, and this is sufficient for
the problems of autopilot and fins stabiliser control design.

2.3 Encounter Frequency

In the previous section, we have described regular waves from a stationary
reference frame. When the ship is at zero speed, the frequency at which the
waves excite the ship coincides with the wave frequency; and thus, the previous
description is valid. However, when the ship moves, the frequency observed
from the ship differs from the wave frequency. The frequency experienced by
the ship is called the encounter frequency, and it is denoted by ωe.

If the ship moves forwards with an average speed U , the sea can be more
conveniently described relative to a frame (oh, xh, yh) that moves at the av-
erage speed of the vessel as shown in Figure 2.2. This figure also shows the
adopted convention for the, so-called, encounter angle χ, and also the usual
denomination for the different sailing conditions:

• Following seas (χ= 0 or 360 deg),
• Quartering seas (0 < χ < 90 deg or 270 < χ < 360 deg),
• Beam seas (χ = 90 deg—port or 270 deg—starboard),
• Bow seas (90 < χ < 180 deg or 180 < χ < 270 deg),
• Head seas (χ = 180 deg).

From Figure 2.2, it follows that the relative speed at which the waves overtake
the ship is c − U cos(χ). Then, we can express the encounter frequency as

ωe =
2π

Te
=

2π

λ
[c − U cos(χ)],

or

ωe = ω − ω2U

g
cos(χ). (2.29)
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Fig. 2.2. Encounter angle definition and usual denomination for sailing conditions.

Expression (2.29) represents the transformation in frequency that a regular
wave goes through when it is observed either from a stationary frame or from
a frame moving with the forward speed of the vessel. Figure 2.3 shows a
schematic representation of the transformation between ω and ωe. From this
figure, we can see that when the vessel is sailing in bow or head seas the wave
frequencies are mapped into higher frequencies. In beam seas, however, there
is no change and both ω and ωe are the same. In following and quartering
seas, the situation becomes more involved as different wave frequencies can
be mapped into the same encounter frequency.

From the development in the previous section, we can also see that long
waves travel faster than short waves in deep water:

c =

√
gλ

2π
. (2.30)

Hence, in following and quartering seas, long waves overtake the vessel whereas
short waves are overtaken by the vessel. Indeed, for 0 < ω < g

U cos(χ) the
waves overtake the vessel. The wave frequency ω = g

U cos(χ) , at which ωe = 0,
corresponds to the situation in which the component of the ship velocity in
the direction of wave propagation is the same as the wave celerity. In this case,
the wave pattern observed from the ship remains stationary and travels along
with the ship. Finally, for high-frequency waves, the encounter frequency is
negative, meaning that the ship overtakes the waves.
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Fig. 2.3. Transformation from wave to encounter frequency under different sailing
conditions for U fixed.

The motion of a ship in waves is the result of the wave excitation due to
the varying distribution of pressure on the hull. From the material presented
in this section, it can be envisaged that the wave excitation, as well as the
vessel response, will depend not only on the characteristics of the waves—
amplitude and frequency—but also on the sailing conditions: encounter angle
and speed.

2.4 Ocean Waves and Wave Spectra

Ocean waves are random in both time and space. These characteristics are of-
ten summarised by the term irregular in the marine literature. The stochastic
description is, therefore, the most appropriate approach to characterise them.
In practice, it is usually assumed that the variations of a stochastic nature
of the sea are much slower than the variations of the sea surface itself—
stationarity is assumed. Due to this assumption, the elevation of the sea,
ζ(x, y, t), at a position x, y, can be considered a realisation of a stationary
stochastic process. The following simplifying assumptions regarding the un-
derlying stochastic model are usually made [99, 213]:
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• The observed sea surface, at a certain location and for short periods of
time, is considered a realisation of a stationary and homogeneous zero
mean Gaussian stochastic process.

• A standard formula for the Power Spectral Density (PSD) of the wave
sea surface elevation, Sζζ(ω), is adopted. This PSD is commonly referred
to as wave spectrum, and describes how the energy of the sea surface
is distributed in the frequency domain. Under a Gaussian assumption,
the process, in a statistical sense, is completely characterised by the PSD
Sζζ(ω).

The above implies that

E[ζ(t)] = 0

E[ζ(t)2] =
∫ ∞

0

Sζζ(ω) dω.
(2.31)

The validity of the hypotheses of stationarity and Gaussianity has been
investigated via extensive analysis of time series recorded from wave-riding
buoys. For example, [99] report the following results from studies performed
in the North Atlantic Ocean:

• For low and moderate sea states (significant wave height1 H1/3 < 4 m), the
sea can be considered stationary for periods over 20 min. For more severe
sea states, stationarity can be questioned even for periods of 20 min.

• For medium states (4 < H1/3 < 8 m), Gaussian models are still accu-
rate, but deviations from Gaussianity slightly increase with the increasing
severity of the sea state.

The deviations from Gaussianity are related to the severity of the sea state and
the depth. If the water is sufficiently deep, however, the sea surface elevation
can be considered Gaussian regardless of the sea state [163].

In some applications, the wave slope spectrum may be necessary; this
refers to the spacial derivative. For example, for the regular wave described
by (2.19), the wave slope is given by

ζ ′(t, x) =
dζ(t, x)

dx
= −kζ̄ cos(ωt − kx + ε). (2.32)

From this, it follows that the wave slope spectrum is given by (see [133])

S′
ζζ(ω) = k2Sζζ(ω) =

ω4

g2
Sζζ(ω). (2.33)

In the case of roll and pitch motion of ships, it is the slope of the waves rather
than the height what excites the motion; and due to this the roll and pitch
frequency responses are often given relative to the wave slope rather than the
amplitude—we will further comment on this in Chapter 4.

1Average of the heights of largest 1/3rd of the waves.
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2.4.1 Statistics of Wave Period

Let us assume that the waves propagate in one direction, so the spectrum de-
pends on the frequency only, i.e. Sζζ(ω) (this assumption will be removed in a
later section). The statistical moments of the spectrum (or spectral moments)
of order n of the process ζ(t) are defined as

mn
ζ =

∫ ∞

0

ωnSζζ(ω)dω. (2.34)

The moments of the spectrum are used to define several quantities related
to the statistics of wave period. Rice [186, 187] showed that for Gaussian
processes the following relationships hold:

• Average wave period (1/average frequency of the spectrum)

T̄ or T1 = 2π
m0

ζ

m1
ζ

. (2.35)

• Zero-crossing wave period (average period of zero up-crossings)

Tz = 2π

√
m0

ζ

m2
ζ

. (2.36)

• Average period between response maxima (crests)

Tc = 2π

√
m2

ζ

m4
ζ

. (2.37)

Note that the 2π factor in the expressions above appears only if the moments
are calculated using a PSD given in terms of the circular frequency (2.34).
For a discussion on the units of the PSD, see Section 2.4.3.

2.4.2 Statistics of Maxima

The Gaussian assumption for the sea surface elevation implies that the eleva-
tion is statistically symmetrical with respect to the zero level. This assumption
also implies that the maxima and minima of a wave record (or realisation) are
statistically symmetrical about the zero level. Practical wave records usually
present short-period oscillations on top of long-period oscillations. Therefore,
we can expect to have more than one maximum within a positive excursion
of the realisation, which implies that there will be also positive minima.

A maximum of a realization of a stochastic process ζ(t) occurs when the
realisation of ζ̇(t) is zero and the realisation ζ̈(t) is negative simultaneously.
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Fig. 2.4. Illustration of statistics of maxima of a narrow banded Gaussian process.

The information about the distribution of the maxima can then be obtained
from the joint probability functions of ζ(t), ζ̇(t) and ζ̈(t). If the maxima
are modeled as realisations of a random variables ξ, the probability density
function (pdf) pξ(ξ) depends on the value of the so-called spectral broadness:

ε =
√

1 − Tc

Tz
. (2.38)

For ε ≈ 0, i.e. Tc ≈ Tz, there are no multiple maxima and minima within an
excursion above or below zero; then, the spectrum is referred to as narrow
banded. For this case, pξ(ξ) can be approximated by a Rayleigh pdf with

parameter b =
√

m0
ζ . That is,

pξ(ξ) =
ξ

m0
ζ

exp(
−ξ2

2m0
ζ

) if ε = 0. (2.39)

This case is illustrated in Figure 2.4. When ε → 1,i.e. Tc 	 Tz, there is a
large number of maxima and minima within an excursion of the realisation
of the process above or below zero; then, the spectrum is referred to as broad
banded, and pξ(ξ) is Gaussian. See [182] for details. Except for the two cases
mentioned above, the pdf of maxima is neither Rayleigh nor Gaussian; this
pdf is given by the, so-called, Rice Distribution—see [182] and [155].

Using the Ralyleigh pdf to describe the statistics of maxima of the wave
elevation realisations, we can calculate the probability of exceeding a particu-
lar wave height. One statistic of particular interest is the average of the 1/n-th
highest observations of the peaks of the random process. The probability of
exceeding an amplitude ξ1/n is given by

Pr[ξ > ξ1/n] =
1
n

=
∫ ∞

ξ1/n

ξ

m0
ξ

exp(
−ξ2

2m0
ξ

) dξ. (2.40)
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Fig. 2.5. Definition of 1/n-th highest observation.

Then, the average of the 1/n-th highest observations is defined as

ξ̄1/n = n

∫ ∞

ξ1/n

ξ2

m0
ξ

exp(
−ξ2

2m0
ξ

) dξ. (2.41)

Figure 2.5 depicts a graphical interpretations of this definition.
Typical values of ε arising from records of ocean waves or ship motion are

less than 0.6. In practice, the statistics of maxima are calculated assuming ε ≈

0; this gives an error of about 10% when estimating ξ̄1/3 and ξ̄1/10 (the most
commonly used statistics) [133]. Consequently, the assumption of a narrow-
banded wave spectrum is commonly made to evaluate the statistics related to
waves and ship motion.

Using (2.41), the following quantities are defined [135, 182]:

• Mean value of wave amplitude

ζ = 1.5
√

m0
ζ . (2.42)

• Significant wave amplitude

ζ1/3 = 2
√

m0
ζ . (2.43)

• Significant wave height (average of the heights of largest 1/3rd
of the waves)

H1/3 (or Hs) = 4
√

m0
ζ

√
1 − ε2

1
. (2.44)

In practice, the significant wave height is estimated as H1/3 = 4
√

m0
ζ . As

already mentioned, for marine applications the spectral broadness is of order
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0.6, and for this value, the third factor in (2.44) is 0.9055, which justifies the
approximation.

The significant wave height is used to define the sea state. Table 2.1 shows
the sea state code commonly used to describe the seaway in marine applica-
tions.

Table 2.1. World meteorological sea state definitions.

Sea state code H1/3 lower limit H1/3 upper limit Seaway description

0 0 0 Calm (glassy)
1 0 0.1 Calm (rippled)
2 0.1 0.5 Smooth (wavelets)
3 0.5 1.25 Slight
4 1.25 2.5 Moderate
5 2.5 4 Rough
6 4 6 Very rough
7 6 9 High
8 9 14 Very high
9 14 >14 Phenomenal

Although here we have considered the statistics of wave elevation, the
concepts apply to Gaussian narrow-banded processes in general. As we will see
in the next chapters, the motion response of a vessel to the wave excitations
can be considered to certain extent within a linear framework. Therefore,
under the Gaussian assumption for the wave elevation and the linearity of the
response, the resulting ship motion can also be considered Gaussian; and all
the above statistics can also be used to characterise ship motion.

2.4.3 A Note on the Units of the Spectral Density

Very often we have to deal with spectra expressed as a function of either
frequency f (Hz) or circular frequency ω (rad/s). This mix usually arises
when we need to compare data from different disciplines, or when using some
simulation tools. The conversion, although simple, can result in errors.

As stated by Newland [158], a way to avoid potential blunders is to note
that the energy is maintained regardless of the frequency units. Thus, if Sζζ(ω)
and Wζζ(f) are spectra of the same magnitude ζ(t) expressed in different
frequency units, it follows that

Sζζ(ω) dω = Wζζ(f) df,

with dω = 2πdf . Then,

Sζζ(ω) dω = Wζζ(
ω

2π
)

dω

2π
,
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which leads to
Sζζ(ω) =

1
2π

Wζζ(
ω

2π
).

Similarly,
Wζζ(f) = 2πSζζ(2πf).

Another factor that could lead to erroneous results when calculating the en-
ergy from the PSD is the scaling adopted for the Fourier transform. The
Wiener-Khintchine theorem establishes that the PSD Sζζ(ω) of a continuous-
time stationary stochastic process ζ(t) and its autocorreltation function
Rζζ [τ ] = E[ζ(t)ζ(t − τ)] are a fourier transform pair:

Sζζ(ω) = c1

∫ ∞

−∞
Rζζ [τ ] exp(−jωτ) dτ (2.45)

Rζζ [τ ] = c2

∫ ∞

−∞
Sζζ(ω) exp(jωτ) dω, (2.46)

where the values of the constants c1 and c2 must satisfy the following condi-
tion:

c1c2 =
1
2π

. (2.47)

Typical choices are

c1 = 1, c2 =
1
2π

,

or
c1 =

1
π

, c2 =
1
2
.

The first choice is commonly adopted in control engineering because the
Laplace transform reduces to the Fourier transform when s = jω [39]. The
second choice is commonly adopted in marine technology to describe waves
[163]. In this framework, the following relations hold:

var[ζ] = E[ζ2] = Rζζ [0] =
1
2

∫ ∞

−∞
Sζζ(ω) dω =

∫ ∞

0

Sζζ(ω) dω. (2.48)

One should be careful and find which one is the the appropriate constant
c2 when calculating the variance by integrating a given PSD.

2.5 Standard Spectrum Formulae

After the wind has blown constantly for a certain period of time, the sea
elevation can be assumed statistically stable. In this case, the sea is referred
to as fully developed . If the irregularity of the observed waves is only in
the dominant wind direction, so that there are mainly uni-directional wave
crests with varying separation but remaining parallel to each other, the sea
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Sea State Realisation

Fig. 2.6. Snapshot of a simulation of a long-crested sea.

is referred to as a long-crested irregular sea [182]—see Figure 2.6. If there
are data available from wave ride buoys, the sea spectrum can be determined
using spectral estimation techniques—see, for example, [220]. In cases where
no wave records are available, standard, idealized, formulae can be used.

One family of idealised spectra is the Bretschneither family, which was
developed in early 1950s [38]:

Sζζ(ω) =
A

ω5
exp

(−B

ω4

)
[m2s]. (2.49)

The parameters A and B are related to the modal frequency and the
spectral moments. The modal frequency satisfies,

ω0 =
(

4B

5

) 1
4

, (2.50)

where
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dSζζ(ω)
dω

∣∣∣∣
ω=ω0

= 0

and

m0
ζ =

A

4B
m1

ζ = 0.3
A

B3/4
m2

ζ =

√
πA2

16B
. (2.51)

This family can be used to represent rising and falling seas, as well as fully
developed seas with no swell2 and unlimited fetch3—see [133] and references
therein for further details.

In the 1960s, the Pierson-Moskowitz family was developed to forecast
storm waves at a single point in fully developed seas with no swell using
wind data [181]. This family relates the parameters A and B to the average
wind speed at 19.5m above the sea surface V̄19.5:

A = 8.1 × 10−3g2 B =
0.74g

V̄19.5
. (2.52)

The 15th International Towing Tank Conference (ITTC) in 1978 recom-
mended the use of the Modified Pierson-Moskowitz family. For this family,
the significant wave height and different wave period statistics are used to
parameterize each spectrum:

A =
487H2

1/3

T 4
0

=
173H2

1/3

T 4
1

=
123H2

1/3

T 4
z

,

B =
1949
T 4

0

=
691
T 4

1

=
495
T 4

z

.

(2.53)

Figure 2.7, shows a plot of the ITTC sea spectrum and the wave slope
spectrum for a particular wave height and different wave mean periods.

There are other families that account for the case of limited fetch like
the JONSWAP spectra (see [133] for [220] for this version), and also spectra
that account for both wind waves and swell like the empirical double-peak
Torsethaugen spectra (see [67] and references therein for details.)

2This term is commonly used to describe long wave components that are the
result of storms of great intensity occurring, or that have occurred, in areas far
away (order of thousand of kilometres) from the observation point. When these low-
frequency components contaminate the local wind waves, double-peaked spectra
need to be considered.

3Fetch is the distance between the point at which the waves are observed and a
windward boundary, such as a shore or the edge of a storm area. The fetch gives a
notion of the area of interaction between the wind and sea surface with respect to
the observation point [133].
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Fig. 2.7. Example of ITTC PSD for the wave elevation and wave slope for H1/3 =
4m and T1 =7, 9 and 10 s.

2.6 Linear Representation of Long-crested Irregular Seas

If white noise4 w is passed through a linear filter with transfer function H(jω),
then it follows from the linearity of the filter that the PSD Syy of the output
y is given by

Syy(jω) = |H(jω)|2Sww, (2.54)

where Sww is the intensity of the white noise (constant height of the PSD.)
The filter H(jω) is called a shaping filter because it can be designed so that
Syy approximates the shape of the PSD of the signal of interest. Equation
(2.54) is the spectral factorization of Syy(jω). This method is commonly used
in control for analysis and simulation of the disturbances acting on the system
(see, for example, [8], [24] or [128]), and can be used to approximate the sea
spectrum.

As commented by Fossen [66], spectral factorisation methods were first
applied in the marine environment to model high-frequency ship motions in
dynamic positioning applications in the 1970s. Since then, several authors have

4A signal with constant power spectral density over all frequencies of interest.
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proposed different orders and structure for the filter H(jω) to model wave-
induced motion on ships and marine structures—see, for example, [79] and
[96]. The most commonly used filter to model these effects is a second-order
filter of the form [66]:

H(jω) =
2ξωn(jω)

(jω)2 + 2ξωn(jω) + ω2
n

. (2.55)

This particular filter has the property that

|H(jω)|2 =
4(ξωnω)2

(ω2
n − ω2)2 + 4(ξωnω)2

; (2.56)

and then,
max

ω
Syy = |H(jω)|2Sww = Snn. (2.57)

To approximate a given spectrum, the parameters of the filter can be chosen
according to the following rules:

1- The intensity of the noise driving the filter is obtained from

Sww = max
ω

Syy(ω). (2.58)

2- The natural frequency of the filter is obtained from

ωn ≈ arg max
ω

Syy(ω). (2.59)

3- The damping coefficient 0 < ξ < 1 is calculated such that the vari-
ance of the output of the filter matches the variance of the original
spectrum, i.e. ∫ ∞

0

|H(ξ, ω)|2Swwdω ≈ m0
y. (2.60)

The last equation can be solved using a simple bi-section algorithm [41].
Equation (2.60) ensures that the energy of the approximation equals the en-
ergy of the spectrum being approximated.

A state-space representation of (2.55) that can be used for time domain
simulations is

[
ẋ1

ẋ2

]
=

[
0 1

−ω2
n −2ξωn

] [
x1

x2

]
+

[
0

2ξωn

]
w,

y =
[
0 1

] [
x1

x2

] (2.61)
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2.7 The Encounter Spectrum

When a ship is moving with a certain speed, the frequencies observed from the
ship differ from those observed in a stationary frame: the frequencies change
according to (2.29). This Doppler effect changes not only the frequency range
of the spectrum but also its shape. The wave spectrum seen from the ship is
called the wave encounter spectrum S(ωe).

Since the power of any magnitude is invariant with respect to the reference
frame from which it is observed, for any PSD the following holds:

S(ωe) dωe = S(ω) dω.

From this, it follows that

S(ωe) =
S(ω)∣∣∣ dω
dωe

∣∣∣ =
S(ω)∣∣∣1 − 2ωU
g cos(χ)

∣∣∣ . (2.62)

For beam seas, the transformation is trivial, i.e. since cos(π/2) = 0, then
S(ωe) = S(ω). In bow seas, the encounter spectrum is a spread version of
the wave spectrum shifted towards higher frequencies. For quartering and
following seas the situation becomes complex since expression (2.62) is singular
at ω̄w = g/(2U cos χ) where the denominator vanishes, and also because the
transformation from the wave frequency to the encounter frequency is not one
to one.

Figure 2.8, shows a schematic representation of the transformation in quar-
tering seas from a particular PSD S(ω) to the corresponding encounter PSD
S(ωe). In this figure, the absolute value of the transformation ω to ωe has
been taken.

From Figure 2.8, we can see that the energy at low encounter frequency
usually arises from the energy of three different frequency ranges in the wave
frequency domain. This is depicted by the area Ae1. Moreover, a large amount
of energy corresponding to the wave frequencies close to ω̄ is mapped into a
small range of encounter frequencies. This effect, depicted by Ae2, can often
result in an integrable singularity—see [182].

2.8 Short-crested Irregular Seas

When irregularities are apparent along the wave crests at right angles to the
direction of the wind, the sea is referred to as short crested or confused [182]—
see Figure 2.9. In this case, the waves propagate in different directions with a
dominant direction (spreading). This is the most likely situation encountered
at sea. As commented by Lloyd [135], a wave spectrum derived from data
recorded at sea, at a particular point, will invariably contain contributions
from different directions, but in most applications this can be ignored (and
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Fig. 2.8. Schematic transformation between wave and encounter frequency domain
PSD in quartering and following seas.

considered that the sea is described by a long-crested sea). For example, Fig-
ure 2.13 shows simulated time series of a long-crested and a short-crested sea,
but both could be considered realisations of a sea described by a long-crested
spectrum. Nevertheless, the degree of spreading is important to describe ship
motions due to wave loads because the response depends on how much energy
there is at the different encounter angles.

For simulation and analysis purposes, it is a common practice to consider
the directional spectrum as a product of two functions:

Sζζ(ω, χ) = S(ω)M(χ), (2.63)

where the function M(χ) is the so-called spreading function. This function, as
its name indicates, spreads the energy of the spectrum S(ω), and hence the
following relation is satisfied [213]:

m0
ζ =

∫ ∞

0

∫ π

−π

Sζζ(ω, χ)dχ dω =
∫ ∞

0

S(ω) dω. (2.64)
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Sea State Realisation

Fig. 2.9. Snapshot of a simulation of a short-crested sea.

A commonly used spreading function is of the form [155]:

M(χ) =

{
2(2n−1)n!(n−1)!

π(2n−1)! cos2n(χ − χ0) for − π
2 < χ − χ0 < π

2 ,

0 otherwise.
(2.65)

where χ0 is the dominant wave propagation direction, and the values of n =
1, 2 are commonly used. See [135] for a more general form where |χ−χ0| < α;
with α not necessarily equal to π/2. Figure 2.10 shows a plot of (2.65) for
n = 1, 2, 3. Note that the higher the value of n, the larger the concentration
of energy around the main direction of wave propagation. Finally, Figure 2.11
shows an example of a directional spectrum based on the ITTC spectrum and
n = 2.

2.9 Long-term Statistics of Ocean Waves

In the previous sections, we have seen that the sea spectrum can be parame-
terised in terms of the significant wave height and the wave period. The sea
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Fig. 2.10. Example of spreading function for commonly used values of n.

spectrum and all the statistics, which can be derived from it, are called short-
term statistics because they can be used to describe the properties of the sea
environment only for minutes or hours at most.

The so-called long-term statistics, by contrast, describe the probability
occurrence of a particular wave height and wave period at a particular location
and for a particular time of the year. These data are used to find values of
wave height and period relevant to the region of operation of a particular ship.
As an example, consider the data for the south-east Indian Ocean shown in
Table 2.2. Similar data for different areas can be found in [107].

2.10 Simulation of Wave Elevation

As we have seen, the sea surface elevation can be considered an aperiodic wave
system having a continuous energy spectrum. Using this representation, if ζ(t)
is stationary on time interval [0, T ], its realisations can be approximated to
any degree of accuracy by [186]

ζ(t) =
N∑

n=1

ζ̄n cos(ωnt + εn), (2.66)
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Fig. 2.11. Example of directional spectrum based on the ITTC spectrum for sig-
nificant wave height of 2 m, peak frequency of 1 rad/sec and spreading with n =
2.

with N being sufficiently large, where ζ̄n are constants, and the phases εn are
independent identically distributed random variables with uniform distribu-
tion in [0, 2π]. This choice of random phases ensures that ζ(t) is a Gaussian
process [84, 186, 213]. This sum represents an ensemble of realisations of the
process.

The autocorrelation of the process defined above is given by (see [97] for
details)

Rζζ(τ) = E[ζ(t)ζ(t + τ)] =
N∑

n=1

ζ̄2
n

2
cos(ωnτ). (2.67)

Since the autocorrelation for τ = 0 gives the energy of η(t), it follows that∫ ∞

0

Sζζ(ω) dω ≈

N∑
n=1

ζ̄2
n

2
, (2.68)

and we can write
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Table 2.2. Long-term statistics: wave height and wave period joint probability dis-
tribution. Area 100 south-east Indian Ocean. Reproduced from [185] and published
with permission of the Director of Navy Platform Systems (DNPS), Department of
Defence, Australia.

H1/3[m],Tz[s] | < 4 4–5 5–6 6–7 7–8 8–9 9–10 10–11 11–12 12–13 >13

>14 0.1 0.1
13-14 0.1
12-13 0.1 0.1
11-12 0.1 0.1 0.1
10-11 0.1 0.1 0.1 0.1 0.1
9-10 0.1 0.2 0.3 0.2 0.1
8-9 0.2 0.4 0.5 0.3 0.1
7-8 0.1 0.4 0.8 0.8 0.5 0.2 0.1
6-7 0.2 0.9 1.6 1.3 0.7 0.2 0.1
5-6 0.1 0.7 2.1 2.9 2.1 0.9 0.3 0.1
4-5 0.2 1.7 4.4 4.8 2.8 1.0 0.3 0.1
3-4 0.7 4.0 7.5 6.2 2.8 0.8 0.2
2-3 0.1 2.0 7.0 8.5 4.9 1.6 0.3 0.1
1-2 0.5 3.2 5.8 3.9 1.3 0.3
0-1 0.1 0.4 0.9 0.6 0.2

N∑
n=1

∫ ωn+∆ω/2

ωn−∆ω/2

Sζζ(ω) dω =
N∑

n=1

ζ̄2
n

2
, (2.69)

and take
ζ̄2
n

2
=

∫ ωn+∆ω/2

ωn−∆ω/2

Sζζ(ω) dω = Sζζ(ω∗)∆ω (2.70)

for some
ω∗ ∈ [ωn − ∆ω

2
, ωn +

∆ω

2
].

The later follows from the mean-value theorem for integrals of continuous
functions under the assumption that Sζζ(ω) is continuous. From (2.70), it
follows that

ζ̄n =
√

2Sζζ(ω∗)∆ω. (2.71)

In practice, small errors are incurred if we take ω∗ = ωn. Nevertheless,
since the value of N is finite, one should bear in mind that we are approximat-
ing the realisation of a stochastic process by a finite sum of periodic signals,
which is periodic. Indeed, if ω∗ = ωn, the realisation will repeat itself after af-
ter 2π/∆ω. By choosing ω∗ randomly within the interval [ωn − ∆ω

2 , ωn + ∆ω
2 ],

the fundamental period is increased. Therefore, the following steps can be
applied, in some cases, to determine the appropriate number of sinusoids:
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1. If a simulation requires Tsim seconds, choose

∆ω <
2π

Tsim
.

2. The number of sinusoids will then depend on the range of frequencies
over which the spectrum is significant. If the energy is negligible
outside the frequency range [ωmin, ωmax], then one can take

N >
(ωmax − ωmin)

∆ω
.

3. Choose ω∗ random in each interval [ωn − ∆ω
2 , ωn + ∆ω

2 ] to ensure
that the fundamental period of the realizations is larger than Tsim.

This is summarised in Figure 2.12.

Sζζ(ω)

ωmin ωmax

ωn − ∆ω
2

ωn + ∆ω
2

n = 1, . . . , N ; N = ωmax−ωmin
∆ω

ω∗ ∈ [ωn − ∆ω
2

, ωn + ∆ω
2

]

∆ω = ωj+1 − ωj = 2π
Tsim

Area ≈ Sζζ(ω
∗)∆ω = 1

2
ζ̄2

n

Fig. 2.12. Obtention of regular component amplitudes for time series simulations.

Using the results given above, we can then generate the time series for
numerical simulations as follows:
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• for long-crested seas:

ζ(x, y, t) =
N∑

n=1

√
2Sζζ(ω∗)∆ω cos(ω∗t + εn − kn(x cos χ − y sin χ)),

(2.72)
with ω∗ taken randomly in each interval [ωn − ∆ω

2 , ωn + ∆ω
2 ].

• for short-crested seas:

ζ(x, y, t) =
N∑

n=1

M∑
m=1

√
2Sζζ(ω∗, χ∗)∆ω∆χ

cos(ω∗t + εn,m − kn(x cos χm − y sin χm)). (2.73)

with ω∗ and χ∗ taken randomly in each of the intervals [ωn−∆ω
2 , ωn+

∆ω
2 ] and [χm − ∆χ

2 , χm + ∆χ
2 ] respectively.

Figures 2.6, 2.9 and 2.13 show the numerical results of expressions (2.72)
and (2.73) for a simulation example. In this example, we have used the ITTC
spectrum with significant wave height of 2 m and modal period of 1 rad/s.
Figure 2.6 shows a snapshot of the sea surface elevation for the long-crested
case, whereas Figure 2.9 shows the results for the short-crested case. The
latter was obtained using the spreading function with spreading factor n = 2.
Figure 2.13 shows the corresponding time series at the location x = 0, y = 0.

As commented at the beginning of Section 2.8, if we derive a wave spectrum
from the data of a particular point (for example, using the data shown in
Figure 2.13), the directionality can be ignored in most applications, and we
could consider that the sea is described by a long-crested sea. This is clear
from the two realisations shown in Figure 2.13; both could be considered
realisations of a sea described by a long-crested spectrum. However, as we
will see in Chapter 4, the degree of spreading is important to describe ship
motion.

Similar results can be obtained using the linear approximations presented
in Section 2.6. In the case of long-crested seas, we simply have to filter white
noise. For the short-crested case, however, we need to tune as many shaping
filters as there are directions being considered. Hence, the simplicity of the
linear method for this case can be argued.

Finally, in the case of simulation in the encounter frequency domain, for
the case of a ship moving with forward speed, expressions (2.72) and (2.73)
remain valid by substituting ω∗ by ω∗

e and the corresponding wave numbers ke.
In the case of using linear approximations, the directions need to be discretised
and then the filters need to be tuned for each encounter spectrum. We shall
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Fig. 2.13. Time series at the origin for an ITTC spectrum for significant wave
height of 2 m, peak frequency of 1 rad/s. Long crested (top plot); short crested for
10 directions with spreading factor n = 2 (bottom plot.)

see, in the second part of the book, that the latter is a useful analysis tool for
the study of performance limitations.
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Kinematics of Ship Motion

by T. Perez and T.I. Fossen

Within the discipline of mechanics, dynamics refers to the branch that studies
the motion of particles and bodies under the action of forces. This study can
be divided into two parts [203]:

• Kinematics,
• Kinetics.

Kinematics describes geometrical aspects of motion without considering mass
and forces: reference frames, variables and transformations. Kinetics describes
the effects of forces on the motion. This chapter introduces the kinematics of
ship motion while kinetics are discussed in Chapter 4.

3.1 Reference Frames

A ship in a seaway moves in six degrees of freedom (6DOF). Thus, to de-
scribe its motion, we need to consider three coordinates to define translations
and three coordinates to define the orientation. These coordinates are defined
using two type of reference frames: inertial frames and body-fixed frames.
The following right-hand reference frames are usually considered for marine
vehicles—see Figures 3.1 and 3.2:

• North-east-down frame (n-frame). The n-frame (on, xn, yn, zn) is
fixed to the Earth. The positive xn-axis points towards the North, the
positive yn-axis towards the East, and the positive zn-axis towards the
centre of the Earth. The origin, on, is located on mean water free-surface
at an appropriate location. This frame is considered inertial. This is a rea-
sonable assumption because the velocity of marine vehicles is small enough
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Fig. 3.1. Notation and sign conventions for ship motion description.
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Fig. 3.2. Main particulars and reference frames: geometric (origin og); hydrody-
namic (origin oh); and body-fixed (origin ob); CG—centre of gravity; LCG—lateral
centre of gravity (distance); V CG—vertical centre of gravity (distance); AP—aft
perpendicular; FP—front perpendicular; Lpp—length between perpendiculars; T—
draught; DWL—design waterline and BL–baseline.

for the forces due to the rotation of the Earth being negligible compared
to the hydrodynamic forces acting on the vehicle [67].
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• Geometric frame (g-frame; forward-starboard-up). The g-frame
(og, xg, yg, zg) is fixed to the hull. The positive xg-axis points towards the
bow, the positive yg-axis points towards starboard and the positive zg-
axis points upwards. The origin of this frame is located along the centre
line and at the intersection of the baseline (BL) and the aft perpendicular
(AP), which is taken at the rudder stock – see Figure 3.2.

• Body-fixed frame (b-frame; forward-starboard-down). The b-
frame (ob, xb, yb, zb) is fixed to the hull. The positive xb-axis points towards
the bow, the positive yb-axis points towards starboard and the positive zb-
axis points downwards. For marine vehicles, the axes of this frame are
chosen to coincide with the principal axes of inertia; this determines the
position of the origin of the frame, ob, [67]. We will further discuss the
location of ob in Chapter 4.

• Hydrodynamic frame (h-frame; forward-starboard-down). The h-
frame (oh, xh, yh, zh) is not fixed to the hull; it moves at the average speed
of the vessel following its path. The xh-yh plane coincides with the mean-
water free surface. The positive xh-axis points forward and it is aligned
with the low-frequency yaw angle ψ 1. The positive yh-axis points towards
starboard, and the positive zh-axis points downwards. The origin oh is
determined such that the zh-axis passes through the time-average position
of the centre of gravity. This frame is usually considered when the vessel
travels at a constant average speed (which also includes the case of zero
speed); and therefore, the wave-induced motion makes the vessel oscillate
with respect to the h-frame. This frame is considered inertial.

Each of these frames has a specific use. For example, the g-frame is com-
monly used by naval architects to define the geometry of hull, main particulars,
location of the centre of gravity, location of ob etc. The n-frame is used to de-
fine the position of the vessel, and together with the b-frame it also defines
the orientation of the vessel. All the measurements taken on board (veloc-
ities, accelerations, etc.) are referred to the b-frame, which is also used to
formulate the equations of motion. The h-frame is used in hydrodynamics to
compute the forces and motion due to the interaction between the hull and
the waves—these data are important for preliminary ship and ship motion
control system design. This frame is also used to define local wave-induced
accelerations, which are used to calculate indices related to performance of
the crew or comfort of passengers—see Chapter 7.

1The angle ψ̄ is obtained by filtering out the 1st-order wave-induced motion
(oscillatory motion), and keeping the low frequency motion, which can be either
equilibrium or slowly-varying. Hence, ψ̄ is constant for a ship sailing in a straight-
line path.



48 3 Kinematics of Ship Motion

3.2 Vector Notation

Because of the use of different reference frames, it is necessary establish a
mathematical notation that allows us to identify position, velocity, and accel-
eration of different points of interest on the ship and to express them in the
different frames considered. Thus, for a generic point of interest x on the ship,

• rf
x denotes the position of x with respect to a frame f , i.e.

rf
x = xf

xfx + yf
xfy + zf

x fz ≡
⎡⎣xf

x

yf
x

zf
x

⎤⎦ = [xf
x, yf

x , zf
x ]t. (3.1)

• vf
x denotes the velocity of x with respect to a frame f .

• v̇f
x denotes the acceleration of x with respect to a frame f .

• Θab Euler angles that take the a-frame into the orientation of the b-frame.
Rotations are considered positive when made counter clockwise.

• ωc
ab denotes the relative angular velocity of the frame b with respect to

the frame a, decomposed in the frame c.

The cross product of the vectors will be written as [62, 67]:

a × b � S(a)b, (3.2)

where the skew-symmetric matrix S is defined as:

S(λ) = −St(λ) �

⎡⎣ 0 −λ3 λ2

λ3 0 −λ1

−λ2 λ1 0

⎤⎦ , λ �

⎡⎣λ1

λ2

λ3

⎤⎦ . (3.3)

3.3 Coordinates Used to Describe Ship Motion

3.3.1 Manoeuvring and Seakeeping

Surface vessel operations are performed under different environmental condi-
tions, and different assumptions are made during the study of hydrodynamics
in each case. As a consequence of this, the study of ship dynamics has tradi-
tionally been separated into two main areas:

• Manoeuvring,
• Seakeeping.

Manoeuvring deals with the the motion of a ship in the absence of wave-
excitation (calm water) [2]. The motion results from the action of control
devices: control surfaces and propulsion units. Manoeuvring is associated with
course changes, stopping, etc. Seakeeping, on the other hand, is associated
with motion sue to wave excitation, while the vessel keeps its course and its
speed constant.
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These two areas of study of ship motion are well established with accurate
models to describe the motion characteristics according to the assumptions
made in each of them. Due to the independent development of manoeuvring
and seakeeping, different reference frames and coordinates are used to describe
the motion of the ship.

3.3.2 Manoeuvring Coordinates and Reference Frames

The north-east-down position of a ship is defined by the coordinates of the
origin of the b-frame, ob, relative to the n-frame:

rn
ob

�

⎡⎣n
e
d

⎤⎦ .

The attitude of a ship is defined by the orientation of the b-frame relative to
the n-frame. This is given by the three consecutive rotations that take the
n-frame into the b-frame. The rotations are performed in the following order:

1. Rotation about the zn axis; the rotation angle is called yaw ψ,
2. Rotation about the yn axis; the rotation angle is called pitch θ,
3. Rotation about the xn axis; the rotation angle is called roll φ.

With the rotations performed in this particular order, the rotation angles are
called Euler angles. The vector of Euler angles is defined as

Θnb �

⎡⎣φ
θ
ψ

⎤⎦ . (3.4)

Following the notation of Fossen [66, 67], the position-orientation vector (or
generalised position vector) is defined as:

η �
[

rn
ob

Θnb

]
= [n, e, d, φ, θ, ψ]t. (3.5)

The linear and angular velocities of the ship are more conveniently expressed in
the b-frame. The linear-angular velocity vector (or simply generalised velocity
vector) given in the b-frame is defined as:

ν �
[
vb

ob

ωb
nb

]
= [u, v, w, p, q, r]t, (3.6)

where

• vb
ob

= [u, v, w]t is the linear velocity of the point ob expressed in the b-
frame.
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• ωb
nb = [p, q, r]t is the angular velocity of the b-frame with respect to the

n-frame expressed in the frame b.

Table 3.1 summarises the adopted notation. The reader should be aware of the
differences in nomenclature and reference frames used to describe ship motion
in different areas of study (manoeuvring and seakeeping), and be careful when
combining data and results. A further discussion on these topics can be found
in [67].

Table 3.1. Adopted nomenclature for the description of ship motion, and reference
frames in which the components are defined.

Component Name Definition frame

n North position n-frame
e East position n-frame
d Down position n-frame

φ Roll angle Euler angle
θ Pitch angle Euler angle
ψ Heading or yaw angle Euler angle

u Surge velocity b-frame
v Sway velocity b-frame
w Heave velocity b-frame

p Roll rate b-frame
q Pitch rate b-frame
r Yaw rate b-frame

3.3.3 Seakeeping Coordinates and Reference Frames

In seakeeping, the study ship motion is performed under the assumption that
the ship is moving on a steady course and at a constant-average forward speed
(which includes the case of zero speed). This defines a state of equilibrium of
motion, and the action of the waves makes the ship oscillate with respect to
this equilibrium (1st-order wave-induced motion). This fundamental assump-
tion is the basis of the seakeeping theory of ship motion—see [28, 63, 135, 159].

In seakeeping theory, the motion of the ship is commonly described using
the h-frame, which is fixed with respect to the equilibrium of motion. Here,
however, we will also allow the ship to manoeuvre, but under the assumption
that the manoeuvring is much slower than the motion induced by the waves.
This way the h-frame can still be used to describe the motion.

Once the origin oh is chosen, it coincides with the slowly-varying location
of a point s in the ship, i.e. oh ≡ s̄, where the notation s̄ indicates either
equilibrium or slowly varying component. Thus, oh ≡ s̄ = s when there are
no waves (see Figure 3.3). The set of generalised perturbation coordinates or
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Fig. 3.3. Angles for the horizontal plane.

seakeeping coordinates defined in the h-frame will be denoted by:

ξ = [ξ1, ξ2, ξ3, ξ4, ξ5, ξ6]t. (3.7)

When these coordinates2 describe the position of s (see Figure 3.3), the linear
coordinates are normally referred to as

• ξ1—surge displacement,
• ξ2—sway displacement,
• ξ3—heave displacement,

whereas the angular coordinates ξ4, ξ5, ξ6 are the Euler angles that take the
h-frame into the orientation of the b-frame:

2Note that in some of the hydrodynamic and seakeeping literature (e.g. [63, 133]),
the above variables are usually denoted by ηi. Unfortunately, this is in conflict with
the variables (3.5), which are already well accepted in the literature of guidance,
navigation and control of marine systems [66, 67]. For this reason we have adopted
the notation ξi.
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Θhb �

⎡⎣ξ4

ξ5

ξ6

⎤⎦ =

⎡⎣ φ
θ

ψ − ψ

⎤⎦ . (3.8)

These angles are referred to as

• ξ4—roll perturbation angle,
• ξ5—pitch perturbation angle,
• ξ6—yaw perturbation angle.

The perturbation coordinates can be used to describe the oscillatory position
of any point of interest with respect to h-frame. Indeed, for the generic point
of interest x with equilibrium position x̄ with respect to oh, the following
relationships hold:

rh
x = [ξ1, ξ2, ξ3]t + [ξ4, ξ5, ξ6]t × rh

x̄

vh
x = [ξ̇1, ξ̇2, ξ̇3]t + [ξ̇4, ξ̇5, ξ̇6]t × rh

x̄

v̇h
x = [ξ̈1, ξ̈2, ξ̈3]t + [ξ̈4, ξ̈5, ξ̈6]t × rh

x̄.

(3.9)

This, for example, allows one to evaluate vertical accelerations at different lo-
cations on the ship and calculate the motion sickness incidence (MSI) index—
see Chapter 7.

3.3.4 Angles About the z-axis

Let us define the total ship velocity vector (in the b-frame) as

ū = [ū, v̄, w̄]t, (3.10)

such that

u = ū + δu

v = v̄ + δv

w = w̄ + δw.

For surface vessels w̄ =0, and for slow manoeuvring the surge and sway veloc-
ities ū and v̄ are the approximately the same in both the b- and the h-frame.
In this case, the surge velocity is denoted

U ≡ ūh ≈ ū,

which is the notation commonly used in seakeeping and hydrodynamics.
Then, for the angles about the z-axis of surface ships, it is convenient to

distinguish between the following (see Figure 3.3):
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• Heading or yaw angle ψ. This is the first rotation of the sequence of ro-
tations (Euler angles) that take the n- into the b-frame—see Section 3.3.2.

• Seakeeping or yaw perturbation angle ξ6. This is the first rotation of
the sequence of rotations (Euler angles) that take the h- into the b-frame—
see Section 3.3.3.

• Drift angle β. This is the angle between the positive x-axis of the b-frame
and the average ship velocity vector ū , i.e.

β = arctan
( v̄

ū

)
, (3.11)

provided ū is not zero.

• Course angle γ. This is the angle between the positive x-axis of the
n-frame the ship velocity vector ū.

3.4 Velocity Transformations

3.4.1 Rotation Matrices

The transformation of vector coordinates between different frames is per-
formed via appropriate transformation matrices. Following [62], the generic
vector r, can be expressed in either the frame a or the frame b as

r =
3∑

i=1

ra
i ai and r =

3∑
i=1

rb
ibi, (3.12)

where the vectors ai and bi are the unit vectors along the axis of the reference
frames a and b respectively, and ra

i = r · ai and rb
i = r · bi. Then,

ra
i = r · ai =

(
3∑

i=1

rb
ibi

)
· ai =

3∑
i=1

rb
i (ai · bi). (3.13)
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This leads to the notation Ra
b for transformation matrix with entries

{ai · bi}, which takes vectors expressed in the frame b to the frame a:

ra = Ra
b rb. (3.14)

This matrix is called the rotation matrix from b to a.
Rotation matrices are elements in SO(3), the special orthogonal group
of order 3:

SO(3) =
{
R|R ∈ R

3×3, RRt = I3×3, and det(R)=1
}

. (3.15)

Thus,
(Ra

b )−1 = (Ra
b )t = Rb

a.

3.4.2 Kinematic Transformation Between the b- and the n-frame

The transformation between the body-fixed linear velocities and the time
derivative of the positions in the n-frame can be expressed as⎡⎣ṅ

ė

ḋ

⎤⎦ = Rn
b (Θnb)

⎡⎣u
v
w

⎤⎦ , (3.16)

where linear-velocity transformation matrix Rn
b (Θnb) is given by [66, 67]

Rn
b (Θnb) =

⎡⎣cψcθ −sψcφ + cψsθsφ sψsφ + cψcφsθ
sψcθ cψcφ + sφsθsψ −cψsφ + sψcφsθ
−sθ cθsφ cθcφ

⎤⎦ , (3.17)

where s ≡ sin(·) and c ≡ cos(·), and

Rb
n(Θnb) = Rn

b (Θnb)−1 = Rn
b (Θnb)t. (3.18)

This transformation is the result of three consecutive rotations about the
principal axes [67]:

Rn
b (Θnb) � Rz,ψRy,θRx,φ, (3.19)

with,

Rx,φ �

⎡⎣1 0 0
0 cφ −sφ
0 sφ cφ

⎤⎦ , Ry,θ �

⎡⎣ cθ 0 sθ
0 1 0

−sθ 0 cθ

⎤⎦ , Rz,ψ �

⎡⎣ cψ −sψ 0
sψ cψ 0
0 0 1

.

⎤⎦ (3.20)

The transformation between the body-fixed angular velocity ωb
nb and the

time derivative of the Euler angles Θ̇nb can be expressed as
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Θ̇nb = TΘ(Θnb)ωb
nb, or

⎡⎣φ̇

θ̇

ψ̇

⎤⎦ = TΘ(Θnb)

⎡⎣p
q
r

⎤⎦ , (3.21)

where angular-velocity transformation matrix TΘ(Θnb) and its inverse
are given by

TΘ(Θnb) �

⎡⎣1 sφtθ cφtθ
0 cφ −sφ
0 sφ/cθ cφ/cθ

⎤⎦ , TΘ(Θnb)−1 �

⎡⎣1 0 −sθ
0 cφ cθsφ
0 −sφ cφcθ

⎤⎦ (3.22)

with t ≡ tan(·) and cθ �= 0.

This transformation can be obtained from [67]:

ωb
nb =

⎡⎣p
q
r

⎤⎦ =

⎡⎣φ̇
0
0

⎤⎦ + Rt
x,φ

⎡⎣0
θ̇
0

⎤⎦ + Rt
x,φR

t
y,θ

⎡⎣0
0
ψ̇

⎤⎦ � TΘ(Θnb)−1 Θ̇. (3.23)

Notice that TΘ(Θnb)−1 �= TΘ(Θnb)t, and also that, TΘ(Θnb) is not defined
for θ = ±π/2. This is never a problem for surface vessels, but could be of
concern for underwater vehicles in some cases. In such cases, the singularity
can be avoided using unit quaternions [67].

Using the above, we can define the following kinematic transformation for
the manoeuvring coordinates:

η̇ = Jn
b (Θnb)ν =

[
Rn

b (Θnb) 03×3

03×3 TΘ(Θnb)

]
ν. (3.24)

To transform the accelerations, we need to consider the time derivatives of
(3.16) and (3.21). For example,

[u̇, v̇, ẇ]t = Rb
n(Θnb) [n̈, ë, d̈]t + Ṙb

n(Θnb) [ṅ, ė, ḋ]t

[ṗ, q̇, ṙ]t = TΘ(Θ) [φ̈, θ̈, ψ̈]t + ṪΘ(Θ) [φ̇, θ̇, ψ̇]t.
(3.25)

3.4.3 Kinematic Transformation Between the b- and the h-frame

The transformation for the generalized velocity vector ν (given in the b-frame)
into the generalised velocity vector ξ̇ = [(vh

oh
)t, (ωh

hb)
t]t in the h-frame is

performed in two steps: a translation and a rotation.
Let us consider the case of zero forward speed first. The linear velocity of

ōh in the b-frame is given by

vb
ōh

= vb
ob

+ ωb
nb × rb

ōh
, (3.26)
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where ōh is the equilibrium position of oh with respect to to the b-frame
(remember that the h-frame is not fixed to the ship and therefore the vector
rb

oh
is time varying, so we consider rb

ōh
).

Since the h-frame is considered inertial and its relative angular velocity
with respect to the n-frame is approximately zero (i.e. ωb

nh ≈ 0), the following
relationship holds:

ωb
hb = ωb

nb − ωb
nh ≈ ωb

nb. (3.27)

By expressing the cross product in (3.26) in terms of a skew-symmetric matrix

S(rb
ōh

) = −S(rb
ōh

)t =

⎡⎣ 0 −zb
ōh

yb
ōh

zb
ōh

0 −xb
ōh−yb

ōh
xb

ōh
0

⎤⎦ , (3.28)

Expressions (3.26) and (3.27) can be combined as[
vb

ōh

ωb
hb

]
= H(rb

ōh
)
[
vb

ob

ωb
nb

]
, (3.29)

where is the screw transformation:

H(λ) �
[
I3×3 S(λ)t

03×3 I3×3

]
, λ ∈ R

3. (3.30)

The linear velocity transformation between the b- and the h-frame is given
by the following rotation

vh
ōh

= Rh
b (Θhb)vb

ōh
, (3.31)

where Rh
b (Θhb) is of the form of (3.17).

In a similar way, the angular velocity transformation is given by

ωh
hb = Rh

b (Θhb)ωb
hb, (3.32)

where TΘ(Θhb) is of the form of (3.22).
By combining (3.31), (3.32) and (3.29), we obtain[

vh
ōh

ωh
hb

]
=

[
Rh

b (Θhb) 03×3

03×3 Rh
b (Θhb)

]
H(rb

ōh
)
[
vb

ob

ωb
nb

]
. (3.33)

Thus, the sought transformation is obtained by combining the above expres-
sion with Θ̇hb = TΘ(Θhb)ωb

nb:

ξ̇ = Jh
b (Θhb, rb

ōh
)ν, (3.34)

with

Jh
b (Θhb, rb

ōh
) �

[
Rh

b (Θhb) Rh
b (Θhb)S(rb

ōh
)t

03×3 TΘ(Θhb)

]
. (3.35)
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For the case of forward velocity, let us separate the body-fixed velocity
into a slowly-varying component and an oscillatory component induced by
the wave motion:

ν = ν̄ + δν, (3.36)

with

ν̄ = [U, 0, 0, 0, 0, 0]t

δν = [δu, δv, δw, δp, δq, δr]t

= [δu, v, w, p, q, r]t.
(3.37)

Then the kinematic transformation between the b- and the h-frame for the
case of forward speed is given by

ξ̇ = Jh
b (Θhb, rb

ōh
)(ν − ν̄), (3.38)

with Jh
b (δΘ, rb

ōh
) given in (3.35).

Note that for small angles, i.e. Θhb ≈ 0 small, the following approxima-
tions can be used:

Rh
b (Θhb) ≈ I3×3

TΘ(Θhb) ≈ I3×3

Jh
b (Θhb, rb

ōh
) ≈ H(rb

ōh
).

(3.39)

If we expand the this kinematic transformation, consider small angles,
assume a slender ship (so the DOF 1,3,5 can be decoupled from 2,4,6) and
keep only the linear terms, we obtain

ξ̇1 ≈ δu + zb
ohδq (3.40)

ξ̇2 ≈ δv + xb
ohδr − zb

ohδp + Uδψ (3.41)

ξ̇3 ≈ δw − xb
ohδq − Uδθ (3.42)

ξ̇4 = δp (3.43)

ξ̇5 = δq (3.44)

ξ̇6 = δr. (3.45)

The time derivative of (3.40)-(3.45) gives

ξ̈1 = ˙δu + zb
ohδ̇q (3.46)

ξ̈2 = δ̇v + xb
ohδ̇r − zb

ohδ̇p + Uδr (3.47)

ξ̈3 = ˙δw − xb
ohδ̇q − Uδq (3.48)

ξ̈4 = δ̇p (3.49)

ξ̈5 = δ̇q (3.50)

ξ̈6 = δ̇r. (3.51)
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If we assume sinusoidal motions, the following relationships hold for yaw (and
similarly for pitch):

δψ = sinωet

r = ωe cos ωet

ṙ = −ω2
e sin ωet = −ω2

eδψ, (3.52)

which can be used to express

δψ = − 1
ω2

e

ṙ, δθ = − 1
ω2

e

q̇. (3.53)

Substituting these in (3.40)-(3.45), we obtain

ξ̇1 ≈ δu + zb
ohδq (3.54)

ξ̇2 ≈ δv + xb
ohδr − zb

ohδp − U
1
ω2

e

δ̇r (3.55)

ξ̇3 ≈ δw − xb
ohδq + U

1
ω2

e

δ̇q (3.56)

ξ̇4 = δp (3.57)

ξ̇5 = δq (3.58)

ξ̇6 = δr. (3.59)

Expressions (3.54)-(3.59) and (3.46)-(3.51) represent a linear approximation
of (3.38), and can be written in a compact form as follows:

ξ̇ = Jh
b δν − U

ω2
e

L ˙δν (3.60)

ξ̈ = Jh
b

˙δν + ULδν, (3.61)

where
Jh

b � Jh
b (0, rb

ōh
) = H(rb

ōh
), (3.62)

with H(rb
ōh

) given in (3.30), and

L �

⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 −1 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎦ . (3.63)
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Ship Kinetics

by T. Perez and T.I. Fossen

Chapter 3 reviewed the kinematics of ship motion, i.e. the geometrical as-
pects of motion: variables, reference frames and transformations. This chap-
ter reviews the kinetics of ship motion, i.e. the study of the forces acting on
the ship and the motion they produce. By combining the material presented
Chapter 3 with that of this chapter, one can obtain ship dynamic models for
control design and testing (cf. Section 1.3).

4.1 An Overview of Ship Modeling for Control

As discussed in [174], the models for ship motion control system design use
superposition of either motion or force. Therefore in each case, magnitudes
can be conceptually decomposed as

X = Xw + X̄, X̄ = Xs−vd + Xc. (4.1)

• First-order wave-induced force/motion (w). This force/motion is os-
cillatory. This is commonly modelled as a time series disturbance obtained
by combining the wave spectrum with the vessel Force Response Ampli-
tude Operators (Force RAO) or the Motion Response Amplitude Operators
(Motion RAO), which are transfer functions that map the wave elevation
or wave slope into force and motion.

• Slowly-varying disturbance force/motion (s-vd). This force/motion
is produced by second-order wave effects (wave mean-drift and slowly-
varying forces), current and wind.

• Control-induced force/motion (c). This is the force/motion induced
by the control system, which is usually designed to counteract only the
the effect of the slowly-varying disturbances.
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The motion superposition model is the most commonly adopted model for
control system design—see Figure 4.1. In this model, a manoeuvring model is
used to describe the relationship between the control action and the motion
induced by this control action whereas seakeeping models are used to describe
the motion due to the waves.

Wave
Spectrum

Motion
RAO

Motion
spectrum

First-order linear wave
 motion time series
(wave-frequency motion)

Control
forces and 
moments

Linear equations of motion
based on  hydrodynamics 
derivatives

Nonlinear terms
(Damping, Coriollis)

Total motion

Seakeeping model (motion in waves)

Manoeuvring model (calm water model)

Low-frequency
motion

Slowly-varying
disturbance motion

Reference frame
transformation

t

(ω → 0)

Fig. 4.1. Motion superposition model of a marine vessel [174].

The type of model shown in Figure 4.1 presents two shortcomings. The first
one is that the model may not be used for multibody system interactions. This
requires energy exchange, i.e., it requires elements with common forces and
speeds, and this is not captured by a models that uses wave-induced motion as
a disturbance. This issue, however, is more relevant to marine operations like
up-loading and deploying heavy equipment, pipe-lying, positioning of deep
suspended loads, than to the problems considered in this book. The second
shortcoming of this type of model is that the manoeuvring part does not
incorporate fluid memory effects associated with the wave-frequency induced
motion. Indeed, the radiation forces due to the frequency dependent mass
and damping of the ship are only considered in the seakeeping model (this
is embedded in the motion RAO). This results in miss-modelled dynamics,
which are of interest for ship motion control in a seaway.

An alternative approach consists of using a model with force superposition
rather than motion superposition, as illustrated in Figure 4.2. In this model,
the Force RAO are combined with the sea spectrum to give the wave-excitation
forces. Also, a time-domain representation is used for the fluid memory effects
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associated with the wave-frequency motion of the ship. This time domain
representation uses a convolution integral to compute the radiation damping
forces. Therefore, these forces are computed using both the wave- and control-
induced motion instead of only the wave-induced motion as in the model
shown in Figure 4.1. This is key issue for obtaining good models for wave-
motion damping control problems like roll stabilisation.

The model shown in Figure 4.2 is well known in marine technology and it is
part of the state of art time-domain ship motion simulators. However, its use
for control system design has not yet been widely adopted. Recent reported
results [127] proposed a state-space representation for the convolution integral
which results in model amenable to control system design tools.

Wave
spectrum

Force
RAO

Wave exc. 
spectrum

First-order wave 
exciting loads

Control
Forces and 
Moments Linear equations of motion

with memory effects

Nonlinear terms
(damping, coriollis)

Motion

Force superposition model 
(Unified seakeeping-manoeuvering model) 

Reference frame
transformation

Slowly-varying
exciting loads

t

(ω ≥ 0)

Fig. 4.2. Force superposition model of a marine vessel [174].

In the rest of the chapter, we will present and discuss the elements shown
in Figures 4.1 and 4.2. We will first describe the seakeeping and manoeuvring
models so as to obtain the classical motion superposition model shown in
Figure 4.1. Then, we will discuss the elements of the force superposition model
shown in Figure 4.2.
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4.2 Seakeeping Theory Models

As already mentioned in Section 3.3.3, seakeeping theory studies the motion of
surface vessels in waves. The motion of a ship in a seaway is the response to sea
loads, which are forces and moments that arise due to changes in pressure over
the surface of the hull. If the sea state is not extreme, the motion responses can
be considered within a linear framework. This allows one to apply the principle
of superposition to study ship motion: the motion due to an irregular sea can
be described as the summation of the responses to many regular waves. This
concept was introduced to the field of ship motion study by St. Denis and
Pierson in the 1950s [213], as a method to predict ship responses in a realistic
seaway.

The linear seakeeping theory of ship motion makes three essential as-
sumptions:

• The sea surface elevation is assumed to be a realisation of an ergodic
Gaussian stochastic process with zero mean. Thus, the process is
entirely described by its power spectral density—the sea spectrum.

• The wave-excitation loads and ship motion response are assumed to
be linear.

• The ship keeps a steady course and moves at a constant average speed
(which includes the case of zero speed).

The first assumption was already discussed in Chapter 2. The second
assumption allows one to obtain the power spectral density of the wave-
excitation loads and the motion components by multiplying the response
amplitude operators (force and motion RAO) by the wave spectrum. Since
the excitation is Gaussian and the motion response linear, the motion is also
Gaussian; then, once the motion spectrum is obtained, all the statistics of
motion can be calculated and data for time series generation be obtained.

The linear assumption is a limitation since it neglects viscous effects (which
need to be incorporated separately) and characteristics of a real free surface.
Despite this, linear theory has proven to be a tool that yields reasonable
predictions for analysis at preliminary stages of both ship and ship motion
control system design. For roll motion, in particular, viscous effects play a
very important role because of bilge keels and appendages, and these effects
cannot be neglected for they provide most of the total roll damping. This
leads to nonlinearities, which can be reduced to linear equivalent terms via
stochastic or equivalent linearisation [135, 182, 192]; and hence, the problem
can be still considered within a linear framework.
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4.2.1 Equations of Motion and Hydrodynamic Forces in the
h-frame

A distinctive characteristic of seakeeping theory is the use the hydrodynamic
frame, h-frame (xh, yh, zh), to describe the motion of the fluid and the ship—
see Section 3.1. Since, the h-frame is inertial, the vector equation of motion
in this frame is

Mh
RB ξ̈ = τh

hyd. (4.2)

The coordinates ξ are the generalised perturbation coordinates or seakeeping
coordinates given in the h-frame defined in Section 3.3.3. The components of
the vector τh

hyd are the generalised hydrodynamic forces (forces and moments)
for the six degrees of freedom expressed in the h-frame. The matrix Mh

RB is
the generalised rigid-body mass matrix (mass and inertia) with respect to the
h-frame:

Mh
RB �

[
mI3×3 −mS(rh

g )
mS(rh

g ) Ih

]

=

⎡⎢⎢⎢⎢⎢⎢⎣

m 0 0 0 mzh
g −myh

g

0 m 0 −mzh
g 0 mxh

g

0 0 m myh
g −mxh

g 0
0 −mzh

g myh
g Ih

x −Ih
xy −Ih

xz

mzh
g 0 −mxh

g −Ih
yx Ih

y −Ih
yz

−myh
g mxg 0 −Ih

zx −Ih
zy Ih

z

⎤⎥⎥⎥⎥⎥⎥⎦ .

(4.3)

The mass of the ship m can be calculated as the product of the water density
and the displaced volume ∇, i.e. m = ρ∇ (where ρ is the water density). The
coordinates of the centre of gravity with respect to the h-frame are given by
the vector rh

g = [xh
g , yh

g , zh
g ]t, and S(·) is the skew-symmetric matrix defined

in (3.3). The inertia tensor with respect to the h-frame Ih is

Ih �

⎡⎣ Ih
xx −Ih

xy −Ih
xz

−Ih
yx Ih

yy −Ih
yz

−Ih
zx −Ih

zy Ih
zy

⎤⎦ , Ih = (Ih)t > 0, (4.4)

where the moments and products of inertia can be calculated using the dis-
placed volume as follows:

Ixx =
∫
∇

[(yh)2 + (xh)2]ρdV, Ixy = Iyx =
∫
∇

(yhxh)ρdV,

Iyy =
∫
∇

[(zh)2 + (x2]ρdV, Ixz = Izx =
∫
∇

(xhzh)ρdV,

Izz =
∫
∇

[(yh)2 + (zh)2]ρdV, Iyz = Izy =
∫
∇

(yhzh)ρdV.

(4.5)
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The total hydrodynamic force vector τH is assumed to be the linear com-
binations of the following components [63]:

τ hyd = τ 1w + τ 2w + τ r + τ v + τ hs. (4.6)

• First-order wave excitation forces (τ 1w). These forces are the zero-
mean oscillatory forces caused by the waves, which are separated into
two components. The first component gives the, so-called, Froude-Kriloff
forces, which are forces due to the incident waves under the assumption
that the hull is restrained from moving and that the presence of the hull
does not disturb the flow field. The second effect is a correction to account
for the modification of the flow field due to the hull; otherwise there would
be water mass transfer through the hull. This second component gives the
so-called diffraction forces.

• Second-order wave excitation forces (τ 2w). These forces include mean
wave-drift loads, slowly varying (difference frequencies) and rapidly vary-
ing (sum frequencies) wave loads. Depending on the ship motion control
problem considered these forces represent a significant contribution of the
wave excitation loads.

• Radiation forces (τ r). These forces appear as a consequence of the
change in the momentum of the fluid and the waves generated due to
the motion of the hull. These forces are proportional to the accelerations
of and velocities the ship. Due to this, the radiation forces are separated
into the so-called added-mass forces (forces proportional to accelerations)
and potential-damping forces (forces proportional to velocities).

• Viscous forces (τ v). These are nonlinear damping forces that appear
due to nonlinear non-conservative phenomena by which kinetic energy of
the hull is transferred to the fluid due to viscous effects (skin friction, flow
separation and eddy making). These forces are depend nonlinearly on the
relative velocities between the hull and the fluid.

• Hydrostatic forces (τ hs). These are restoring forces due to gravity and
buoyancy that tend to preserve the equilibrium of the ship.

Except for the viscous forces, the rest can be studied within a linear frame-
work. Indeed, the wave excitation forces can be obtained by considering linear
potential flow theory. As already discussed in Section 2.1.4, this theory seeks a
potential function Φ(x, y, z, t), that satisfies the Laplace equation in the fluid
and boundary conditions on the surface of the hull, on the free surface of the
water and at the seafloor. Due to linearity, this potential is separated into a
radiation potential and a wave-excitation potential:
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Φ = Φr + Φw. (4.7)

The pressure can be calculated by substituting the potential into the linearised
Bernoulli Equation (see Section 2.1.4), and the hydrodynamic forces and mo-
ments are obtained by integrating the pressure over the wetted surface Sw of
the hull. Thus, the components, for each degree of freedom, of the radiation
forces can obtained as follows:

τh
ri =

{
− ∫∫

Sw

(
∂Φr
∂t + gz

)
(n)i ds i = 1, 2, 3.

− ∫∫
Sw

(
∂Φr
∂t + gz

)
(r × n)i ds i = 4, 5, 6.

(4.8)

Where n = [n1, n2, n3]t is a unit vector normal to the wetted surface of the
hull and positive into the fluid. The notation (n)i and (r × n)i refers to the
i-th component of n and r × n respectively.

The first-order wave excitation forces and moments are obtained in a sim-
ilar way using the wave-excitation potential:

τh
1wi =

{
− ∫∫

Sw

(
∂Φ1w

∂t + gz
)
(n)i ds i = 1, 2, 3.

− ∫∫
Sw

(
∂Φ1w

∂t + gz
)
(r × n)i ds i = 4, 5, 6.

(4.9)

The first-order wave excitation potential is further separated into the incident
potential and the diffraction potential Φ1w = ΦI + ΦD. The incident potential
corresponds to the undisturbed incident waves, cf. (2.26). The integration of
the pressure due to this potential gives the so-called Froude-Kriloff forces,
whereas the integration of the pressure due to diffraction potential gives the
wave diffraction forces—see [195, 63] for details. Within the first order poten-
tial theory, these forces depend linearly on the magnitude of the waves.

As we shall see in the next section, expressions (4.8) and (4.9) can be
evaluated numerically for sinusoidal waves using hydrodynamic programs.
Because of the linearity assumption made, these forces are proportional to
the amplitude of the sinusoidal waves, and the data obtained is tabulated as
transfer-function model (force RAO)—see Section 4.2.2.

The second-order wave excitation forces are obtained by integration the
pressure due to second order potentials, but this goes beyond the scope of this
book. These forces, however, have a little impact for the ship motion control
problems considered in this book. The reader is referred to [195, 63] for further
details of second-order wave excitation forces.

Finally, the hydrostatic forces and moments are proportional to the dis-
placements ξ. Thus, the linearised forces and moments can be expressed as

τh
hs = Ghξ. (4.10)

The only non-zero linear restoring coefficients are [63]
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Gh
33 = ρgAWP

Gh
35 = Ch

53 = −ρg

∫∫
AW P

xh ds

Gh
44 = ρg∇GMt

Gh
55 = ρg∇GMl,

(4.11)

where AWP is the water-plane area, ∇ is the displaced volume, and GMt and
GMl are the transverse and longitudinal metacentric heights. Figure 4.3 illus-
trates the components involved in the roll restoring moment (τh

4hs = Gh
44ξ4).

In this case, the restoring moment is the product of the righting arm GZ ≈

GMt ξ4 times the force due to the displaced volume ρg∇.

Mt-Trans. Metacentre

CG

CB

ξ4 = φG
M

t

Water level

GZ

ρg∇

Fig. 4.3. Transverse metacentric height GMt and transverse righting arm GZ.

4.2.2 Wave Force Response Amplitude Operator (Force RAO)

As already mentioned, the wave-excitation forces can be studied using super-
position due to the linearity assumption made in seakeeping theory. Therefore,
it is common to study the forces and the motion only for sinusoidal excitations
and use the frequency domain approach to calculate force transfer functions,
which can then be combined with the wave spectrum to obtain the loads for
a particular sea state and sailing condition.

If the sea elevation at the origin of the h-frame is given by

ζ(t) = ζ̄ cos(ωet + ε), (4.12)

using complex notation we can express the harmonic wave, the wave excita-
tions and the components of motion in terms of the complex variables ζ̃, τ̃h

1wi

and ξ̃i, such that
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ζ(t) = 

{

ζ̃ejωet
}

= 
{
ζ̄ejεejωet

}
τh
1wi(t) = 
{

τ̃h
1wi ejωet

}
= 


{
|τ̃h

1wi| ej(arg τ̃h
1wi+ε) ejωet

}
,

ξi(t) = 

{

ξ̃i ejωet
}

= 

{
|ξ̃i| ej(arg ξ̃i+ε) ejωet

}
,

(4.13)

where 
{·} denotes the real part of the argument. Using these, we can de-
fine the wave-force response amplitude operators (Force RAO) for each degree
of freedom as

Fi(ωe, χ) =
∣∣∣∣ τ̃h

1wi(ωe, χ)
ζ̃

∣∣∣∣ ej arg τ̃h
1wi(ωe,χ), (4.14)

or, expressed in the wave frequency domain,

Fi(ω,U, χ) =
∣∣∣∣ τ̃h

1wi(ω,U, χ)
ζ̃

∣∣∣∣ ej arg τ̃h
1wi(ω,U,χ). (4.15)

Note that the complex wave excitation forces τ̃h
1wi depend on the encounter

frequency ωe and also the encounter angle χ.
These force transfer functions can be obtained from standard seakeeping

programs, which calculate them based on the geometry of the hull and loading
condition. Details of this are beyond the scope of this book; here we will only
use of the results of these programs, but the interested reader can see for
example [64, 115, 144] and references therein. As an example, Figure 4.4 shows
the magnitude of the force RAO in sway for different headings corresponding
to the benchmark example given in Appendix B at 15kt.

With these force RAO, one can obtain the power spectral density of the
wave loads given the sea spectrum Sζζ(ωe, χ):

Sτ1W τ1W i(ωe) = |Fi(ωe, χ)|2 Sζζ(ωe, χ), (4.16)

or simulate first-order wave excitation loads due to irregular seas as

τh
1wi(t) =

∑
j

|Fi(ωej , χ)| ζj cos(ωej + ε + arg[Fi(ωej , χ)]), (4.17)

for i = 1, 2, . . . , 6.

4.2.3 Motion Response Amplitude Operator (Motion RAO)

Apart from evaluating the force RAO, as discussed in the previous section, one
can also use the frequency domain approach to evaluate the radiation forces,
and then the equation of motion (4.2). This leads to the so-called motion
response amplitude operators (motion RAO)
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Fig. 4.4. Sway force RAO of the naval vessel benchmark at 15kts for different
headings. The data is given as a function of the wave frequency. These force RAO
were obtained using by ShipX-VERES [64].

The radiation forces are proportional to the accelerations and velocities of
the ship motion. For sinusoidal motion, the vector of radiation forces (with
components given in Expression (4.8)) can be expressed as follows [195, 63]:

τh
r = −Ah(ωe)ξ̈ − Bh(ωe)ξ̇, (4.18)

where—if the ship is symmetric with respect to the xh-zh plane—the matrix
Ah(ωe) is of the form [195]:

Ah(ωe) =

⎡⎢⎢⎢⎢⎢⎢⎣
Ah

11(ωe) 0 Ah
13(ωe) 0 Ah

15(ωe) 0
0 Ah

22(ωe) 0 Ah
24(ωe) 0 Ah

26(ωe)
Ah

31(ωe) 0 Ah
33(ωe) 0 Ah

35(ωe) 0
0 Ah

42(ωe) 0 Ah
44(ωe) 0 Ah

46(ωe)
Ah

51(ωe) 0 Ah
53(ωe) 0 Ah

55(ωe) 0
0 Ah

62(ωe) 0 Ah
64(ωe) 0 Ah

66(ωe)

⎤⎥⎥⎥⎥⎥⎥⎦ , (4.19)
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and the damping matrix Bh(ωe) is similar to (4.19) modulo substitution Ah
ik

by Bh
ik.

Due to the relationship (4.18), the matrix A(ωe)h is called added-mass
matrix, and the first term in (4.18) gives the so-called added mass forces. The
added mass forces reflect the change of momentum in the fluid due to the
motion of the hull—it does not mean that the water moves along with the
ship. The matrix B(ωe)h is called potential-damping matrix . Since potential
theory does not account for viscous effects (skin friction and flow separation
effects), the second term in (4.18) represents the transfer of kinetic energy of
the hull into the generated waves that appear due to the motion of the hull.

In the case of roll and surge motion, the potential damping is very small
and corrections need to be made to account for viscous effects. These cor-
rections are based on empirical approaches, and can be incorporated into
the equations of motion via an equivalent linear viscous damping coefficient
Bh

11visc and Bh
44visc such that the energy dissipated through viscous effects is

the same as that dissipated by the linear viscous term [135, 182].
By substituting the wave-excitation, radiation and hydrostatic forces into

(4.2), and using the complex notation (4.13), we obtain the frequency-domain
equations of motion:

−ω2
e [Mh

RB + Ah(ωe)]ξ̃ + jωeBh(ωe)ξ̃ + Ghξ̃ = τ̃h
1w(ωe, χ), (4.20)

from which the the responses can be evaluated:

ξ̃ = [−ω2
e(Mh

RB + Ah(ωe)) + jωeBh(ωe) + Gh]−1τ̃h
1w(ωe, χ). (4.21)

It should be emphasised that by multiplying both sides of Expression (4.20)
by ejωet and taking the real part, one would not obtain the true equations
of motion. Indeed, this would result in time-domain equations which describe
the motion of the ship only if the wave excitation forces are sinusoidal, and
provided the coefficients assume a proper value according to the frequency
of the excitation. The true time-domain equations of motion (valid for any
type excitation) have constant added mass and the damping is given by a
convolution integral. This will be further discussed in Section 4.4.

In practice, Equation (4.21) is evaluated numerically only for a discrete set
of frequencies (usually between 20 and 40). Details on how this is calculated
is beyond the scope of the book, and interested reader should consult, for
example, the hydrodynamic programs described in [64, 115, 144].

Due to the linearity of (4.21) and also the linearity of the wave excitation
forces, the results give the amplitude and phase of each component of motion
per unit of wave height or wave slope. These give the frequency response
of the ship, which is represented in terms of the so-called Motion Response
Amplitude Operators motion RAO:
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Hi(ωe, χ) =

∣∣∣∣∣ ξ̃i(ωe)
ζ̃

∣∣∣∣∣ ej arg ξ̃i(ωe) (for i = 1, 2, . . . , 6) (4.22)

Note that it is also common practice to give the motion RAO of rotational
motions (roll, pitch and yaw) normalised in terms of the wave slope (keζ̄). In
this case, the motion RAO is defined as

Hi(ωe, χ) =

∣∣∣∣∣ ξ̃i(ωe)
keζ̃

∣∣∣∣∣ ej arg ξ̃i(ωe) (for i = 4, 5, 6), (4.23)

where ke = ω2
e/g is the regular wave number—see Section 2.2.

The motion RAO can be expressed either in the wave frequency domain
or in the encounter frequency domain:

Hi(ωe, χ) ≡ Hi(ω,U, χ).

Then, for example, if the sea elevation, at the origin of the h-frame is
described by

ζ(t) = ζ̄ cos(ωet + ε), (4.24)

the motion components are, then, obtained as

ξi(t) = ζ̄|Hi(ωe, χ)| cos(ωet + arg[Hi(ωe, χ)] + ε) for i = 1, 2, . . . , 6
(4.25)

If the motion RAO of the rotational components are normalised by the wave
slope, (4.25) can be replaced by

ξi(t) = ζ̄|Hi(ωe, χ)|ke sin(ωet + arg[Hi(ωe, χ)] + ε) for i = 4, 5, 6. (4.26)

In the formulation presented thus far, the motion RAO obtained are given
at the origin of the h-frame. To obtain the motion RAO at any other location
point of interest x on the ship given by the vector rh

x = [xh
x, yh

x , zh
x ], relative

to the h-frame, the following relationship can be used:

[Hx
1 ,Hx

2 ,Hx
3 ]t = [H1,H2,H3]t + [H4,H5,H6]t × rh

x, (4.27)

where Hx
1 , Hx

2 , and Hx
3 are the motion RAO at the desired location.

Figure 4.5 shows the roll, sway and yaw motion RAO, at the center of
gravity, for one speed and different encounter angles of the benchmark example
vessel described in Appendix B.

When the phases are negative, it means that the motion lags the wave
elevation (or slope) at the origin of the h-frame. As described in Chapter 2,



4.2 Seakeeping Theory Models 71

when sailing in beam seas, the encounter and wave frequency are the same,
and we can see from Figure 4.5 that the roll natural frequency is close to 1
rad/s. When sailing in bow seas, wave frequencies are mapped in to higher
frequencies. This is why in Figure 4.5 the wave frequencies that are close to
the resonance in roll are lower than those in the case of beam seas. For the
sailing conditions shown, no wave frequencies are close to the roll resonance in
quartering seas. Figures 4.6, 4.7 and 4.8 show the motion RAO for encounter
angles with increments of 15 deg.

It should be noted from these examples that for the sway and yaw mo-
tion RAO in quartering seas with encounter angles of 30 deg and 45 deg, the
encounter frequency approaches zero for the wave frequencies approaching
1.5 rad/s and 2.5 rad/s respectively, and then the response in sway and yaw
increases rapidly. This can be seen from (4.21), by noting that there are sin-
gularities when ωe → 0 because there are no restoring coefficients G2k or G6k,
and. For simulations in irregular seas, this may not be a problem if the wave
spectrum has low energy close to those frequencies. In practice, the helmsman
or the autopilot will always limit these large motions [135].

4.2.4 Ship Motion Spectra and Statistics of Ship Motion

The motion RAO can be combined with the sea elevation or sea slope spectrum
to obtain the motion spectra:

Sξξi
(ωe) = |Hi(ωe, χ)|2Sζζ(ωe) for i = 1, 2, . . . , 6. (4.28)

If the motion RAO of the rotational components are normalised by the wave
slope, a similar expression holds for the wave slope spectrum (cf. (2.33)):

Sξξi
(ωe) = |Hi(ωe, χ)|2S′

ζζ(ωe) for i = 4, 5, 6. (4.29)

Since the power of any magnitude is invariant with respect to the reference
frame from which it is observed, it follows that the spectral moments of order
n of the motion components can be computed either in the encounter or in
the wave frequency domain:

mn
ξi =

∫ ∞

0

ωn
e |Hi(ωe, χ)|2Sζζ(ωe) dωe

=
∫ ∞

0

ωn|Hi(ω,U, χ)|2Sζζ(ω) dω.

(4.30)

It is implicitly assumed in the above that either the wave spectrum or the wave
slope spectrum should be used according to the definition of the MRAO of each
motion component, and we will not make any explicit difference henceforth.

The factor |Hi(ω,U, χ)|2Sζζ(ω) in the second line of (4.30) is called a
pseudo-spectrum and will be denoted by
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Fig. 4.5. Roll, sway and yaw motion RAO of the naval vessel benchmark at 15kts
for different encounter angles. The motion RAO are given as a function of the wave
frequency.

S�
ηηi(ω) = |Hi(ω,U, χ)|2Sζζ(ω). (4.31)

The pseudo-spectrum can be used to determine the moments of the motion
component as readily seen in (4.30), yet it is not the actual psd of the motion
component observed from the ship. To obtain the latter, the pseudo-spectrum
must be converted to the encounter frequency, using (2.62).

Figure 4.9 depicts a particular example for roll motion in quartering seas.
The top and middle plots on the left hand side show the ITTC spectrum
and the corresponding wave slope spectrum for a particular significant wave
height and average wave period. The bottom left plot shows the square of the
magnitude of the roll motion RAO for the particular sailing condition. The
top plot on the right-hand side shows the roll pseudo-spectrum according to
(4.31).

The middle plot on the right hand side shows the transformation between
wave and encounter frequency for the adopted sailing condition according to
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Fig. 4.6. motion RAO Roll of the naval vessel benchmark at 15 kt for different
encounter angles. The motion RAO are given as a function of the wave frequency.

(2.29), and the bottom plot shows the roll power spectral density, which is
the transformation of the pseudo-spectrum according to (2.62). Because of
the frequency content of the pseudo-spectrum and the transformation to the
encounter frequency for the particular sailing condition, most of the frequency
components falls close to ωe =4.5 rad/s—see Figure 2.3 for details on how to
calculate this value. Due to the singularity that can appear in the case of
quartering seas, as shown in Figure 4.9, the encounter spectrum is seldom
used in computations; all statistics are calculated using the pseudo-spectrum.
We will see in the next section that the encounter spectrum is not necessary
to simulate the time series or motion. Figure 4.10 shows a similar example
but for the bow sea case. As we can see from these two examples, the roll
power spectral density can vary significantly depending on sea state, speed and
encounter angle. This can result in problems for rudder-based roll stabilisers
as we shall see in the second part of the book.

4.2.5 Time-series of Ship Motion using Seakeeping Models

The ship motion in a seaway can be simulated by time series. The method is
the same as that presented in Chapter 2, Section 2.10, to simulate sea surface
elevation.
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Fig. 4.9. Roll motion encounter psd in quartering seas.

By formulating the problem in the wave encounter frequency domain, the
time series for the different components can be generated as indicated in the
following:

ξi(t) =
N∑

n=1

M∑
m=1

η̄inm(ωn) cos
[(

ωn − ω2
nU

g
cos(χm)

)
t + ϑinm(ω) + εn

]
,

(4.32)
for i = 1, 2, . . . 6, with

η̄inm(ω∗
n) =

√
2|Hi(ω∗

n, U, χm)|2Sζζ(ω∗
n, χ∗

m)∆χ∆ω. (4.33)

ϑinm(ω) = arg Hi(ω∗
n, U, χ∗

m), (4.34)

and ω∗
n chosen randomly in the interval[

ωn − ∆ω

2
, ωn +

∆ω

2

]
.
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Fig. 4.10. Roll motion encounter psd in bow seas.

The phases εn are independent and identically distributed with uniform pdf
in the interval [0, 2π], and once chosen, these are the same for all the different
motion components. If the motion RAO of the rotational components are
normalised by the wave slope, one can use the following expression for i =
4, 5, 6:

ξi(t) =
N∑

n=1

M∑
m=1

η̄inm(ωn)kn sin
[(

ωn − ω2
nU

g
cos(χm)

)
t + ϑinm(ω) + εn

]
.

(4.35)
The expressions given above are valid for the general case of short-crested

seas, provided the directions are discretised and the RAO are calculated for
each of the discrete directions χm. For the case of a long-crested sea M = 1,
and ∆χ = 1. To chose the number of components N and ∆ω, the rules given
in Section 2.10 can be used.

As an example of time series, using the MRAO consider the results shown
in Figures 4.11 and 4.12 for long-crested seas. These figures show the time
series for roll, sway and yaw for beam seas, and roll time series for quartering,
beam and bow seas. For the simulation of the wave excitation force times
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series, a similar procedure can be followed by combining the sea spectrum
with FRAO.
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Fig. 4.11. Roll sway and yaw motion power spectral densities and time series for
beam seas at 15kts. The wave spectrum used is ITTC with H1/3 = 2.5 m and
T = 7.5 s.

It should be noted that the time series can also be implemented using linear
shaping filters driven by white noise as described in Section 2.6. Depending
on the vessel and sailing conditions the, psd of the motion components can
be approximated by simple second-order shaping filters. For these cases, the
algorithm given in Section 2.6 can be used to tune such filters according to
the given sea state and sailing conditions. For cases in which the second-order
approximation does not yield good results, higher order models should be
estimated—see, for example, [37].

With this, we have defined all the elements of the seakeeping model indi-
cated in Figure 4.1. The following summarises the properties of the seakeeping
models [174]:

• The motion is described from an equilibrium frame traveling with the
average speed of the ship—that is to say, fixed speed and heading.
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Fig. 4.12. Roll motion time series under different encounter angles for the bench-
mark example at 15 kt. The wave spectrum used is ITTC with H1/3 = 2.5 m and
T = 7.5 s.

• Linearity is assumed between the motion responses and the wave
amplitude; the problem is analysed in the frequency domain, i.e. the
frequency-domain equations of motion are analysed in steady state and
for sinusoidal waves excitations.

• To calculate the hydrodynamic radiation-induced forces, potential flow
theory is used, and corrections for viscous effects are made based on
empirical procedures.

• The mass and damping coefficients of the frequency-domain equations
of motion are frequency dependent, and the equations are solved for a
discrete set of frequencies. Since for a fixed frequency the equations are
linear, the results give the amplitude and phase of the motion components
per unit of wave amplitude as a function of the frequency—the motion
RAO.

• By combining the motion RAO with the sea spectrum, all the statistics
of motion can be calculated, and time series can be obtained for time
domain simulations, but only describe steady-state motion.

• Depending on the hydrodynamic program used, the models may not
accurate at low frequency. This is characteristic of strip theory codes
(2D potential Theory) [195]. Despite all the apparent limitations of the
method, it should be emphasised that the potential flow formulation
solved by strip theory gives very good results compared to other, more
complex formulations and more importantly, compared to experimental
results. See [195, 160] for strip theory formulations, and [18] for details
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about other computational methods for ship motion in seaway.

• The linearity assumption limits the validity of the model to waves of small
steepness and small motion amplitudes, so superposition can be applied
to the potential.

4.3 Manoeuvring Theory Models

In manoeuvring theory, as well as in guidance and navigation [67], the equa-
tions of motion are described using the variables η defined in the north-east-
down frame (n-frame) and the variables ν defined in the body-fixed frame
(b-frame)—see Section 3.3. Using the notation of Fossen [66, 67], the vector
equation to describe the motion of a marine vehicle using these variables can
be expressed as

[Mb
RB + Mb

A]ν̇ + Cb(ν)ν + Db(ν)ν + gb(η) = τ b

η̇ = Jn
b (Θnb)ν,

(4.36)

where

• Mb
RB is the rigid-body generalised mass matrix (mass and inertia) with

respect to the origin of the b-frame,
• Mb

A is the generalised added-mass matrix,
• Cb(ν) is the total (rigid body and added mass) Coriolis and centripetal

acceleration matrix,
• Db(ν) is the damping matrix,
• gb(η) is the restoring function,
• Jn

b (Θnb) is the velocity transformation matrix given in (3.24),
• τ b is the vector of forces and moments acting on the hull originated by

the control devices, the propulsion system, and hydrodynamic effects.

Because the motion is described in a non-inertial frame (b-frame), the equa-
tions of motion include fictitious accelerations. We will next describe the dif-
ferent elements of equation (4.36).

4.3.1 Rigid Body Dynamics in the b-frame

The rigid-body equations of motion expressed in the body-fixed reference
frame or b-frame are:

Mb
RBν̇ + Cb

RB(ν)ν = τ b, (4.37)

where MRB is the generalised mass matrix

Mb
RB �

[
mI3×3 −mS(rb

g)
mS(rb

g) Ib

]
, (4.38)
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which is of the form of (4.3). The Coriollis and centripetal acceleration matrix
can be expressed in different ways; one representation is

Cb
RB(ν) �

[
mS(ν2) −mS(ν2)S(rb

g)
mS(rb

g)S(ν2) −S(Ibν2)

]
, (4.39)

where ν2 � [p, q, r]t—see [67] for alternative representations of (4.39). The
terms in CRB(ν)ν (4.37) are fictitious forces and moments arising from ex-
pressing the equations of motion in the non-inertial b-frame.

The components of (4.37) are [66]

m
[
u̇ − vr + wq − xb

g(q
2 + r2) + yb

g(pq − ṙ) + zb
g(pr + q̇)

]
= τ b

1

m
[
v̇ − wp + ur − yb

g(r
2 + p2) + zb

g(qr − ṗ) + xb
g(qp + ṙ)

]
= τ b

2

m
[
ẇ − uq + vp − zb

g(p
2 + q2) + xb

g(rp − q̇) + yb
g(rq + ṗ)

]
= τ b

3

Ib
xṗ + (Ib

z − Ib
y)qr − (ṙ + pq)Ib

xz + (r2 − q2)Ib
yz + (pr − q̇)Ib

xy

+m
[
yb

g(ẇ − uq + vp) − zb
g(v̇ − wp + ur)

]
= τ b

4

Ib
y q̇ + (Ib

x − Ib
z)rp − (ṗ + qr)Ib

xy + (p2 − r2)Ib
zx + (qp − ṙ)Ib

yz

+m
[
zb

g(u̇ − vr + wq) − xb
g(ẇ − uq + vp)

]
= τ b

5

Ib
z ṙ + (Ib

y − Ib
x)pq − (q̇ + rp)Ib

yz + (q2 − p2)Ib
xy + (rq − ṗ)Ib

zx

+m
[
xb

g(v̇ − wp + ur) − yb
g(u̇ − vr + wq)

]
= τ b

6

(4.40)

For the motion control problem addressed in this book (course keeping
and roll stabilisation), it is a common practice to neglect the pitch and heave
motion components. This yields a model in four degrees of freedom (4DOF):
surge, sway, roll and yaw. Under this assumption,

m[u̇ − vr − xb
gr

2 − yb
g ṙ + zb

gpr] = τ b
1

m[v̇ + ur − yb
g(r

2 + p2) − zb
gṗ + xb

g ṙ] = τ b
2

Ib
xṗ − ṙIb

xz + r2Ib
yz + prIb

xy + m[yb
gvp − zb

g(v̇ + ur)] = τ b
4

Ib
z ṙ − rpIb

yz − p2Ib
xy − ṗIb

zx + m[xb
g(v̇ + ur) − yb

g(u̇ − vr)] = τ b
6 .

(4.41)

The position of the origin ob of the b-frame can be chosen so as to simplify
the equations of motion. For instance, if ob coincides with CG, and the axes
xb, yb, zb coincide with the principal axes of inertia; then, the simplest form
of the equations of motion (4.41) is obtained. Some disadvantages of this
choice, however, are that the axes xb, yb, zb may differ from the symmetry
axes of the ship and also that the location of the CG may vary with the
loading condition. These effects has to be compensated for by the control
system if such equations of motion are used for control applications [66]. As
a consequence, it is often more convenient to chose the origin ob such that
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the inertia products are negligible and the axes xb, yb, zb correspond to the
longitudinal, lateral and normal direction of the vehicle. As shown by Fossen,
[66], this can be achieved by choosing ob such that the coordinates of CG
satisfy the following relationships:

mIg
yzx

2
g = −Ig

xyIg
xz

mIg
xzy

2
g = −Ig

xyIg
yz

mIg
yzx

2
g = −Ig

xzI
g
yz

where the superscript g denotes that the moments of inertia are taken with
the body frame fixed at CG. The relationship between moments of inertia
with respect to the b-frame and those located at CG are related via

Ib
xx = Ig

xx + m[(yb
g)

2 + (zb
g)

2]

Ib
yy = Ig

yy + m[(zb
g)

2 + (zb
g)

2]

Ib
zz = Ig

zz + m[(xb
g)

2 + (yb
g)

2].

The following equations of motion are valid when body-fixed axes correspond
to the longitudinal, lateral, and normal directions [66]:

m
[
u̇ − vr + wq − xb

g(q
2 + r2) + yb

g(pq − ṙ) + zb
g(pr + q̇)

]
= τ b

1

m
[
v̇ − wp + ur − yb

g(r
2 + p2) + zb

g(qr − ṗ) + xb
g(qp + ṙ)

]
= τ b

2

m
[
ẇ − uq + vp − zb

g(p
2 + q2) + xb

g(rp − q̇) + yb
g(rq + ṗ)

]
= τ b

3

Ib
xxṗ + (Ib

zz − Iyy)qr + m
[
yb

g(ẇ − uq + vp) − zb
g(v̇ − wp + ur)

]
= τ b

4

Ib
yy q̇ + (Ib

xx − Ib
zz)rp + m

[
zb

g(u̇ − vr + wq) − xb
g(ẇ − uq + vp)

]
= τ b

5

Ib
zz ṙ + (Ib

yy − Ib
yx)pq + m

[
xb

g(v̇ − wp + ur) − yb
g(u̇ − vr + wq)

]
= τ b

6

(4.42)

and in 4DOF

m[u̇ − yb
g ṙ − vr − xb

gr
2 + zb

gpr] = τ b
1

m[v̇ − zb
gṗ + xb

g ṙ + ur − yb
g(r

2 + p2)] = τ b
2

Ib
xxṗ − mzb

g v̇ + m[yb
gvp − zb

gur] = τ4

Ib
zz ṙ + mxb

g v̇ − myb
gu̇ + m[xb

gur + yb
gvr] = τ b

6

(4.43)

Expression (4.43) is the model that will be adopted for the rigid-body dynam-
ics in the sequel.

The total vector of forces and moments τ—appearing in the right-hand
side of expression (4.43)—is generated by different phenomena and can be
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separated into components according to their originating effects as, and the
total effect be studied using superposition [133]:

τ b = τ b
hyd + τ b

hs + τ b
c + τ b

p,

where subscripts stand for

• Hydrodynamic forces and moments,
• Hydrostatic forces and moments,
• Control devices forces and moments,
• Propulsion forces and moments.

In this book, it will be assumed that τ b
p compensates for the hydrodynamic

resistance of the hull, and also that the dynamics associated with the surge
component of motion are much slower than the dynamics of the other motion
components. This assumption allows us to decouple the surge component and
to treat the variable u as a constant equal to the ship service speed ū, i.e. in
the sequel it will be assumed that u̇ ≈ 0 and u ≈ U .

4.3.2 Manoeuvring Hydrodynamics

Due to the complex phenomena associated with the hydrodynamics forces
during manoeuvring, these forces motions are usually determined from exper-
imental scaled-model tests. In this approach, The forces are modelled as a
general nonlinear functions:

τ b
hyd = fhyd(ν̇,ν,η). (4.44)

These are the radiation and viscous forces at low frequency, and the hydro-
static or restoring forces. The only restoring force relevant to manoeuvring is
the roll restoring moment is the roll moment:

τ b
4hs = GZ(φ)ρg∇, (4.45)

where GZ(φ) is the so-called roll righting arm shown in Figure 4.3. If data for
GZ(φ) is not available, the linear approximation given in (4.11) is sufficient
for surface vessels.

The first term in (4.44) is often expanded in a series. There are two ap-
proaches to express such a series. The first approach, proposed by Abkowitz,
[1], consists in using a truncated Taylor series with only odd terms of third
order. The second approach, uses the, so-called second-order modulus terms.
This method was proposed by Fedyaevsky and Sobolev [65], and later by
Norrbin [162]. The manoeuvring model of the benchmark example (see Ap-
pendix B) is given in this latter form [33]:
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Sway terms

τ b
2hyd = Yv̇ v̇ + Yṙ ṙ + Yṗṗ

+Y|u|v |U | v + YurUr + Yv|v|v |v| + Yv|r|v |r| + Yr|v|r |v|
+Yφ|uv|φ |Uv| + Yφ|ur|φ |Ur| + YφuuφU2.

(4.46)

Roll terms

τ b
4hyd = Kv̇ v̇ + Kṗṗ

+K|u|v |U | v + KurUr + Kv|v|v |v| + Kv|r|v |r| + Kr|v|r |v|
+Kφ|uv|φ |Uv| + Kφ|ur|φ |Ur| + KφuuφU2 + K|u|p |U | p
+Kp|p|p |p| + Kpp + Kφφφφ3 − ρg∇GZ(φ).

(4.47)

Yaw terms

τ b
6hyd = Nv̇ v̇ + Nṙ ṙ

+N|u|v |U | v + N|u|r |U | r + Nr|r|r |r| + Nr|v|r |v|
+Nφ|uv|φ |Uv| + Nφu|r|φU |r| + Npp + N|p|p|p|p + N|u|p|U |p
+Nφu|u|φU |U | .

(4.48)

The linear coefficients in expressions (4.46) to (4.48) are called the hydro-
dynamic derivatives since, for example,

Yṗ =
∂τ b

2hyd

∂ṗ
, and Kp =

∂τ b
4hyd

∂p

are the force in sway due to the roll rate derivative (added mass term), and
the roll moment due to the roll rate (damping term).

The hydrodynamic derivatives proportional to the accelerations are the
added masses and moments of inertia similarly to the seakeeping theory. The
difference, however, is that in manoeuvring, these are measured by making
the scale model oscillate at low frequencies.

The coefficients of the nonlinear terms are simply obtained from curve
fitting and therefore should not be called hydrodynamic derivatives. The use
of second-order modulus terms have proven to represent the cross-flow drag
at large angles of attack [50]. As mentioned by Clarke [50] it has been found
that for simulation purposes, it is much more straightforward to store the data
and use look-up tables to interpolate rather than to fit explicit curves. For a
recent review on the foundations of the manoeuvring equations, see [50].

4.3.3 Nonlinear Manoeuvring State-space Models

In order to perform time domain numerical simulations and to design model
based control strategies, it is convenient to use state-space methods. From the
models provided in the previous section, the components of vector equation
(4.36) in sway, roll and yaw can be expressed as
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(m − Yv̇)v̇ − (mzG + Yṗ)ṗ + (mxG − Yṙ)v̇ = τ−
2hyd − mur + τ2c

−(mzG + Kv̇)v̇ + (Ix − Kṗ)ṗ − Kṙṗ = τ−
4hyd + mzGur + τ4c

(mxG − Nv̇)v̇ − Nṗṗ + (Iz − Nṙ)ṙ = τ−
6hyd − mxGur + τ6c

φ̇ = p

ψ̇ = r cos(φ)
(4.49)

Here, the terms τ−
ihyd, i = 2, 4, 6 correspond to the nonlinear hydrodynamic

terms, for example, given in Expressions (4.46) to (4.48) without the terms
that are proportional to the accelerations—which have been included on the
left-hand side of (4.49). The forces and moments produced by the control
surfaces, reviewed in Chapter 5, are represented by the terms

τ b
c =

[
τ b
2c τ b

4c τ b
6c

]t
. (4.50)

Equations (4.49) are already in a form similar to a state-space form. In-
deed, by defining the state vector vector

x �
[
v p r φ ψ

]t
,

then Expression (4.49) can be written as

ẋ =
[
M−1 0

0 I2×2

]
f(x) +

⎡⎣M−1

01×3

01×3

⎤⎦ τ b
c, (4.51)

with

M �

⎡⎣ (m − Yv̇) −(mzb
g + Yṗ) (mxb

g − Yṙ)
−(mzb

g + Kv̇) (Ib
xx − Kṗ) −Kṙ

(mxb
g − Nv̇) −Nṗ (Ib

zz − Nṙ)

⎤⎦ (4.52)

and
f(x) = fhyd(x) + fc(x). (4.53)

with the obvious definitions for the functions fhyd(x) and fc(x):

fhyd(x) =

⎡⎢⎢⎢⎢⎣
τ−
2hyd

τ−
4hyd

τ−
6hyd

0
0

⎤⎥⎥⎥⎥⎦ fc(x) =

⎡⎢⎢⎢⎢⎣
−mur
mzb

gur
−mxb

gur
0
0

⎤⎥⎥⎥⎥⎦ (4.54)
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4.3.4 Linear Manoeuvring State-space Models

The model presented in the previous subsection is a comprehensive model
that can be used as a calibration model to test different control strategies.
In order to design a control system and to draw conclusions about intrinsic
limitations, it is convenient to work with a linear model:

ẋ = Ax + B τ c. (4.55)

By taking the first term of the Taylor expansion around the equilibrium point
x = 0, u = u, the matrices of this linearised model are defined as:

A �
[
M−1 0

0 I2×2

]
∂f(x)
∂x

∣∣∣∣
x=0

B �

⎡⎣M−1

01×3

01×3

⎤⎦ , (4.56)

where, for example, by using (4.46)–(4.48)

∂f(x)
∂x

∣∣∣∣
x=0

=⎡⎢⎢⎢⎢⎣
Y|u|v|u| 0 (Yur − m)u Yφuuu2 0
K|u|v|u| Kp + K|u|p|u| (Kur + mzG)u Kφuuu2 − ρg∇GMt 0
N|u|v|u| Np + N|u|p|u| N|u|r|u| − mxGu Nφu|u|u|u| 0

0 1 0 0 0
0 0 1 0 0

⎤⎥⎥⎥⎥⎦ . (4.57)

Model (4.55) incorporates all the relevant couplings of interest between roll,
sway and yaw to analyze the problem of rudder-based stabiliser control sys-
tem design [33]. This is an important characteristic for studying design per-
formance limitations associated with the dynamics of the ship. This topic will
be the subject of the second part of this book.

With this, we have completely defined all the elements of the manoeuvring
model indicated in Figure 4.1. The following summarises the properties of the
manoeuvring models [174]:

• The equations of motion are formulated in a reference frame fixed to
the ship (b-frame), and not in an equilibrium frame like in seakeeping
(h-frame).

• The equations can be linear or non-linear depending on the application.
For autopilots (course-keeping), and autopilots with rudder rudder roll
stabilisation, linear models are usually sufficient, since large deviations
requiring non-linear terms can be regarded as poor course-keeping [50].
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• The coefficients of the equations are estimated from captive scale-model
tests, by measuring forces while the model is subjected to low frequency
forced oscillations in 3DOF (surge, sway and yaw) or 4DOF (with the
addition of roll). These coefficients can also be obtained using hydrody-
namic programs combined with look-up tables, or by scalling data from
known models [208].

• The model is valid in calm water conditions because the coefficients are
estimated from data collected from low frequency experiments. Therefore,
if there is a significant motion induced by the waves, the memory effects
associated with the radiation forces are not accounted for.

We finish this section by showing some simulations results obtained using
the manoeuvring models presented. Figure 4.13, shows the value of the state
variables for the linear and the non-linear model of our benchmark example
(see Appendix B) under a zig-zag test [133]. All the coefficients are given in
Appendix B.

4.4 A Force-superposition Model for Slow Manoeuvring
in a Seaway

As commented in Section 4.1, the combination of seakeeping model as an out-
put disturbance for the manoeuvring model is the commonly used approached
to model ships for control system design, but this approach suffers from two
drawbacks. The first one is that the model may not be used for multibody
system interactions, and the second is that there is some uncertainty in the
response to the control actions because of miss-modelled dynamics related to
changes in added mass and damping with the frequency of the wave excita-
tion. A more realistic description it that shown in Figure 4.2, in which the
wave excitation loads are used as input disturbance and a unified model that
accounts for memory effects is used. This type of model can therefore be used
for slow manoeuvring in a seaway. The slow manoeuvring restriction is because
the hydrodynamic frame h is used to obtain the wave-excitation and radiation
forces. Thus, it is implicitly assumed that the speed of the manoeuvre is much
slower than the wave-induced motion so the h-frame can be considered iner-
tial. This is a reasonable assumption at least for large vessels. In this section,
we further describe the elements of such model. The material that follows has
been motivated by the work of Bailey et al.[11] and Kristansen and Egeland
[127].

4.4.1 Time Domain Seakeeping Models in the h-frame

We have seen that for sinusoidal wave excitation forces, the linear equations
of motion in the h-frame can be expressed as [195, 63],
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Fig. 4.13. Simulation results corresponding to the naval vessel under an IMO 10
deg zig-zag test. Nonlinear model (solid). Linearised model (dotted).

[Mh
RB + Ah(ωe)]ξ̈ + Bh(ωe)ξ̇ + Ghξ = τh

w. (4.58)

However, as already mentioned, these are not truly equations of motion, be-
cause they are valid only if the wave excitation forces are sinusoidal, and
provided the coefficients assume an appropriate value according to the fre-
quency of the excitation. Further, these equations describe motion only in
steady state.

Cummins, in 1962 [58] considered the behaviour of the fluid and the ship
in the time domain. He made the assumption of linearity, and considered im-
pulses in the components of motion. This resulted in a boundary value prob-
lem in which the potential was separated into two parts; one valid during the
duration of the impulses and the other valid after the impulses extinguished.
By expressing the pressure as a function of these potentials and integrating it
over the wetted surface of the vessel, he obtained a vector integro-differential
equation, which is known as the Cummins Equation:
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[Mh
RB + Āh]ξ̈ +

∫ t

−∞
K̄h(t − τ) ξ̇(τ) dτ + Ghξ = τh

w. (4.59)

The matrix Ah is constant and depends only on the ship geometry. The entries
of the matrix K̄h(t− τ), in the convolution integral, are retardation functions
of time, which depend on the forward speed and geometry of the vessel; this
functions are the impulse response functions of the velocities.

The Cummings equation reveal the structure of the true equations of
motion of a ship and are valid for any bounded excitation τh

w. Since equa-
tion (4.59) is valid for arbitrary excitations, this includes sinusoids as a par-
ticular case. Ogilvie, [168], took the Fourier transform of equation (4.59) for
sinusoidal excitations, and found the following relationships

Ah(ωe) = Āh − 1
ωe

∫ ∞

0

K̄h(τ) sin(ωeτ)dτ (4.60)

Bh(ωe)=
∫ ∞

0

K̄h(τ) cos(ωeτ)dτ (4.61)

Since the first equation must be valid for all ωe, it follows that

Āh = lim
ωe→∞Ah(ωe) ≡ Ah(∞) (4.62)

The second equation is rewritten using the inverse Fourier transform giving:

K̄h(t) =
2
π

∫ ∞

0

Bh(ωe) cos(ωeτ)dωe (4.63)

This expression is recognized as a matrix of retardation functions. Thus, the
Cummins Equation (4.59) can be expressed as

[Mh
RB + Ah(∞)]ξ̈ +

∫ t

−∞
K̄h(t − τ)ξ̇(τ)dτ + Ghξ = τh

w. (4.64)

An alternative representation is

[Mh
RB + Ah(∞)]ξ̈ + Bh(∞)ξ̇ +

∫ t

−∞
Kh(t − τ)ξ̇(τ)dτ + gh(ξ) = τh

w.

(4.65)
where

Kh(t) =
2
π

∫ ∞

0

[Bh(ωe) − Bh(∞)] cos(ωτ)dωe, (4.66)

The term gh(ξ) indicates that nonlinear restoring forces may be used, instead
of the linear approximation Ghξ.

The above form of the equations of motion results in better numerical
properties for the convolution integral because [Bh(ωe)−Bh(∞)] goes to zero
as ωe goes to infinity.
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4.4.2 Seakeeping Model in the b-frame

Using the transformations for the velocities and accelerations (3.60), the equa-
tions of motion (4.58) expressed in the b-frame become

(Jh
b )t[Mh

RB + Ah(ωe)] [Jh
b

˙δν + ULδν] + Bh(ωe)
[
Jh

b δν − U

ω2
e

L ˙δν

]
+ (Jh

b )tgh(ξ) = (Jh
b )tτh

w. (4.67)

The transformation of the generalised mass matrix from the h-frame to
the b-frame is given by

Then,

[Mb
RB + Mb

A(ωe)] ˙δν + [Cb
RB + Cb

A(ωe)]δν + Bb(ωe)δν

+ gb(η) = τ b
w, (4.68)

where

Mb
RB = (Jh

b )tMh
RBJh

b ,

Bb(ωe) = (Jh
b )tBh(ωe)Jh

b

Mb
A(ωe) = (Jh

b )tAh(ωe)Jh
b − U

ω2
e

(Jh
b )tBh(ωe)Jh

b ,

Cb
RB = UMb

RB ,

Cb
A = U(Jh

b )tAh(ωe)Jh
b

gb(η) = (Jh
b )tgh(ξ),

τ b
w = (Jh

b )tτh
w.

(4.69)

Notice that this transformation of (4.58) to the b-frame generates two new ma-
trices Cb

RB and Cb
A(ωe), which are recognized as the Coriolis and centripetal

matrices due to rigid-body and frequency dependent added mass. There ma-
trices appear as a consequence of expressing the equations of motion in a
non-inertial frame.

Let us for convenience define the term

Nb(ωe) � Cb
A(ωe) + Bb(ωe),

= (Jh
b )t[Bh(ωe) + UAh(ωe)L]Jh

b

(4.70)

and express (4.68) as

[Mb
RB + Mb

A(ωe)] ˙δν + Nb(ωe)δν + Db(ωe)δν + gb(η) = τ b
w, (4.71)

Therefore, a time-domain representation for the above model valid for any
type of excitation is the Cummins equation in the b-frame:
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[Mb
RB + Mb

A(∞)] ˙δν + Cb
RBδν + Nb(∞)δν +

∫ t

0

Kb(t − τ)δν(τ) dτ

+ gb(η) = τ b
w, (4.72)

where

Mb
RB = (Jh

b )tMh
RBJh

b , (4.73)

Mb
A(∞) = (Jh

b )tAh(∞)Jh
b , (4.74)

Nb(∞) = (Jh
b )t[Bh(∞) + UAh(∞)L]Jh

b , (4.75)

Kb(t) =
2
π

∫ ∞

0

(Nb(ω) − Nb(∞)) cos(ωt)dω, (4.76)

The above is a unified model that can be used for slow manoeuvring in a
seaway. Indeed, the classical linear manoeuvring model—linear version of
(4.36)—can be obtained from (4.71), by taking the limit ωe → 0. By do-
ing this, we find the relationship between the added masses and potential
damping obtained from strip theory and the hydrodynamic derivatives:

MA = (Jh
b )tAh(0)Jh

b − lim
ωe→0

U

ω2
e

(Jh
b )tBh(ωe)Jh

b

= −

⎡⎢⎢⎢⎢⎢⎢⎣
Xu̇ Xv̇ Xẇ Xṗ Xq̇ Xṙ

Yu̇ Yv̇ Yẇ Yṗ Yq̇ Yṙ

Zu̇ Zv̇ Zẇ Zṗ Zq̇ Zṙ

Ku̇ Kv̇ Kẇ Kṗ Kq̇ Kṙ

Mu̇ Mv̇ Mẇ Mṗ Mq̇ Mṙ

Nu̇ Nv̇ Nẇ Nṗ Nq̇ Nṙ

⎤⎥⎥⎥⎥⎥⎥⎦

Db
lin = (Jh

b )t[Bh(0) + UAh(0)L]Jh
b

= −

⎡⎢⎢⎢⎢⎢⎢⎣
Xu Xv Xw Xp Xq Xr

Yu Yv Yw Yp Yq Yr

Zu Zv Zw Zp Zq Zr

Ku Kv Kw Kp Kq Kr

Mu Mv Mw Mp Mq Mr

Nu Nvp Nw Np Nq Nr

,

⎤⎥⎥⎥⎥⎥⎥⎦
where Db

linν is the linear part of Db(ν)ν in (4.36).
It should be noticed, however, that if coefficients in Ah(ωe) and Bh(ωe)

calculated using strip-theory codes (2D potential theory), they are not accu-
rate as ωe → 0, because this is not contemplated in the assumptions used to
derive strip theory—see, for example, [195] for details.
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4.4.3 A Unified Nonlinear State-pace Model

Kristiansen and Egeland, [127], have proposed a state-space formulation for
the convolution term in (4.72). If we consider:

γ(t) =
∫ t

−∞
Kb(t − τ)δν(τ)dτ

causal=
∫ t

0

Kb(t − τ)δν(τ)dτ ; (4.77)

Then, for causal systems it follows that:

Kb(t − τ) = 0 for t < 0 (4.78)

If δν as a unit impulse, then (4.77) will be an impulse response function.
Consequently, γ(t) can be represented by a linear state-space model:

µ̇ = Ab
rµ + Bb

rδν, µ(0) = 0 (4.79)

γ = Cb
rµ + Db

rδν (4.80)

where (Ab
r,B

b
r,C

b
r,D

b
r) are constant matrices of appropriate dimensions—

see [127] for details on how matrices of the state-space can be obtained. As
stated in [68], a good approximation to the convolution term is obtained using
typically 5 states per entry of the matrix Kb. For example, if we would like
to design an autopilot with this model, we could consider the sway velocity,
the yaw angle and the entries Kb

66, and Kb
22. Thus the control design model

will have 13 states.
Using these results, we can obtain a state-space representation in the b-

frame that is valid for slow manoeuvring (slow turning) in a seaway with
forward speed :

[Mb
RB + Mb

A(∞)]ν̇ = −(Nb(∞) + Db
r + Cb

RB)(ν − ν̄) − Cb
rµ − gb(η)

+ τ b
W + τ b

P ,

µ̇ = Ab
rµ + Bb

r(ν − ν̄),
η̇ = Jn

b (Θhb)ν,

(4.81)

The term τ b
P represents the propulsion forces that take the ship to the speed

ν̄. In the first equation in (4.81), we can now add the control action forces τ b
C

and slowly-varying environmental forces τ b
E (due to wind, current and second

order wave excitation loads) and additional viscous damping terms Db
V (ν)ν.

The second equation in (4.81) provides additional dynamics associated with
the radiation potential, i.e. fluid memory effects.

The following summarises the characteristics of the model given above:
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• Compared to the motion superposition model shown in Figure 4.1, the
model (4.81) provides a more accurate calculation of the radiation forces
when manoeuvering in a seaway. Indeed, in the motion superposition
model, the radiation forces are computed using only the motion induced
by the waves (this is embedded in the motion RAO), whereas in the
force superposition model (4.81), the radiation forces are computed using
the motion induced by the combination of the wave and the control
forces. This is well known in marine technology, but the state-space
representation proposed in [127], and the formulation of the model in the
body-fixed frame presented in this chapter, allows one to use the model
for control system design. To the best of the authors’ knowledge, these
high-order models have never before been used for model-based control
system design .

• The model uses data readily available from standard seakeeping programs.
This is an advantage to the designer of motion control systems because a
preliminary control design and evaluation can be performed before doing
system identification. The only data required by these programs are the
drawing of the hull and the loading condition.

• Different corrections to incorporate viscous effects can be included either
in the time domain or in the frequency domain (by modifying Bh(ωe))
before calculating retardation functions [11, 68, 69]. Also, if the potential
theory data are complemented by data from a PMM test, the combination
of these can contribute to improve the quality of the model, especially at
low frequency. Details about this can be seen in [11, 68].

• A limitation of the model is that it is valid for slow manoeuvring (slow
turning). The reason for this is that the wave-excitation forces and the
retardation functions are obtained using programs based on seakeeping
theory. Therefore, the model is limited to slow turning so that the h-frame
can be considered approximately inertial.

• Other limitations of the model are heavily dependent on the seakeeping
software used. These are related to the type of ship, the theory, and the
code implementation. Therefore, one should be aware of these limitaions.
For example, if a strip theory software is used (2D potential theory), there
may be limitations in the accuracy of the data at low encounter frequency,
and the maximum Froude number should be limited to 0.3, which means
that the speed of the vessel should be restricted to

U < 0.3
√

gLpp. (4.82)
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Control Surfaces (Actuators)

The motion of a ship can be affected, to certain extent, by devices that impart
forces and moments, e.g. rudders, fins, flaps, thrusters and propellers. These
devices together with their commanding machinery constitute what in con-
trol engineering is known as actuators—see figure 5.1. Actuators play a very
important role within the control system structure because they provide the
link between the controller and the controlled system.

Due to the particular problems considered in this book, we will only focus
on the principle of operation and models of the so-called control surfaces—fins
and rudders—and their commanding machinery.

5.1 Geometry of Fin and Rudder Hydrofoils

Stabilizer fins and rudders usually present the geometry of a trapezoidal
foil similar to that shown in Figure 5.2, in which the main dimensions of
the foil are also shown: cR—root cord, cT —tip cord and sp—span or outreach.

The mean cord c̄, foil area Af and effective aspect ratio a are used to
define the hydrodynamic characteristics of the foil. For the particular
geometry shown in figure 5.2, these parameters are defined as follows:

c̄ =
cR + cT

2
Af = sp c̄ a =

2sp

c̄
. (5.1)

5.2 Hydrodynamic Forces Acting on a Foil

When the fluid moves relative to the foil and there is a small angle of incidence
(or effective angle of attack) αe between the flow and the foil, the flow remains
attached to the surface of the foil, and there appear forces on the foil—see
Figure 5.3. In this condition, there is a distribution of the flow velocity field v
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Fig. 5.1. Block diagram of a stabiliser actuator.
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Fig. 5.2. Geometry of a hydrofoil or lifting surface.

along the sides of the foil, and this velocity distribution induces a distribution
of pressure on the surface of the foil. The latter results in a force called lift, L,
directed perpendicular to the flow velocity vector v∞ far ahead of the foil—see
Figure 5.3.

αe

L

D

Flow, v∞
cps

e

vx

vy

γ+ �

Fig. 5.3. Lift and drag forces on a hydrofoil at an angle of attack.
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The above qualitatively described effect is usually referred to as two-
dimensional (2D) foil theory in steady conditions, since it can be described by
studying irrotational flows of an inviscid fluid with velocities confined in the
plane perpendicular to the foil (i.e. v = [vx vy, 0]t) as shown in figure 5.3. The
corresponding quantitative result is known as the Kutta-Jowkousky theorem
[3], which establishes that

L = −ρ|v∞|ΓC . (5.2)

In expression (5.2), ρ is the density of the fluid, and ΓC is the so-called cir-
culation—defined as the line integral of the velocity field along a closed and
positive-oriented curve γ+ enclosing the foil (see Figure 5.3):

ΓC =
∮

γ+
v · dl. (5.3)

The reason for a non-zero value of circulation (i.e. difference between the
average flow speed on the sides of the foil) in steady conditions is related to the
history of the fluid: in particular, the generating or starting vortex. This vortex
is generated due to the viscosity of the fluid which induce flow separation at
the sharp trailing edge when the foil starts moving with respect to the fluid.
The vorticity generated creates the amount of circulation necessary to shift
the rear stagnation point to the trailing edge. Once this condition is reached,
the vortex passes to the wake, and the distribution of velocity attains steady
conditions provided that v∞ and αe keep constant. Once the foil is in steady-
state flow, the behaviour of the foil can be study using potential flows. For
further details see, for example, [3, 17, 159].

The 2D foil theory accurately describes the behavior of real foils of very
high aspect ratio (cf. (5.1)) for which the approximation of a 2D flow is valid.
However, as the aspect ratio reduces, the flow is no longer two-dimensional
but three-dimensional (3D) due to cross flow at the tip of the foil (and also
at the root of the foil.) Due to mechanical constraints and space restrictions,
high aspect ratio rudders and fins are not viable for every ship. Therefore,
most of the control surfaces in marine applications are of low aspect ratio.

The study of 3D flows reveals that the lift reduces with respect to that
described by the 2D theory (cf. 5.2) and another force appears acting on the
foil. This force is called drag D, and it is directed in the same direction as
v∞–see figure 5.3. The drag is a consequence of the energy carried away by
the trailing vortexes emanating from the tip of the foil [3, 142].

Both resulting forces, L and D, are assumed to act on a point called centre
of pressure (CP), which is located at the mid-span sp/2 and at a distance e
from the leading edge of the foil—see Figure 5.3. The position of the CP varies
with the angle of attack. This variation is relevant to the mechanical design of
the rudder or fin because of the moments these must withstand. However, the
effects this variation produces in ship motion can be neglected; and thus, we
can consider a fixed position for it. Then, provided sp > c̄, the CP is located
at e ≈ 0.25 c̄ for small angles of attack.
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For practical reasons, it is common to express the lift and drag in non-
dimensional form:

CL =
L

0.5ρV 2
f Af

CD =
D

0.5ρV 2
f Af

, (5.4)

where Vf = |v∞|. From experimental results, Whicker and Fehlner [237] ob-
tained the following formulae to estimate the non-dimensional lift and drag
[133]:

CL =
∂CL

∂αe

∣∣∣∣
αe=0

αe +
CDc

a

( αe

57.3

)2

, (5.5)

CD = CD0 +
C2

L

0.9πa
, (5.6)

where αe is measured in degrees, CDc is the cross-flow drag coefficient, and
CD0 is the minimum section drag (e.g. for a NACA 15 profile CD0 = 0.0065.)
Because drag is an undesirable effect, expression (5.6) is often used to interpret
drag as the price paid for obtaining lift [142].

Figure 5.4 shows typical steady characteristics of lift and drag for a foil
with a profile similar to that shown in Figure 5.3. From this figure, we can see

αe
αstall

C
L
,
C

D

CD

CL

∂CL
∂αe

∣∣∣
αe=0

αe

Fig. 5.4. Typical steady free-stream lift and drag characteristic of a hydrofoil.

that the lift develops in an approximately linear manner with an increasing
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angle of attack. This linear behaviuor can be approximated using only the
first term in the expression for CL given in (5.5). Also, we can see that the
growth of lift with an increasing angle of attack breaks for a particular angle
called the stall angle αstall. At this angle, flow separation occurs, and the
drag increases significantly.

The above presents the characteristic behaviuor of a foil in steady condi-
tions, i.e. α̇e = 0 and v̇∞ = 0. In applications of manoeuvering studies and
autopilot design, these models are often deemed satisfactory. However, due
to the operation mode of stabilisers, there are situations in which dynamic
effects should be considered. These dynamic effects have been reported to af-
fect significantly the performance of fin stabilisers [80]; these are, therefore,
the subject of current research interest. In the following section, we introduce
unsteady hydrodynamic effects and their implications for stabiliser design.

5.3 Unsteady Hydrodynamics

Recent experimental studies on performance of fin stabilisers reported in [80]
seem to indicate that, in mild sea conditions, the static characteristics of foils
may be appropriate to describe fin stabiliser behaviuor. As the sea conditions
become rough, however, highly nonlinear effects appear that deteriorate the
performance of the stabiliser. Quoting Galliarde [80]: [In these conditions] the
dynamic behavior of fins differs significantly from their static behavior; and the
efficiency of the stabiliser can be reduced to such extent that the ship behaves
as if no stabiliser was present.

Unsteady hydrodynamic characteristics of foils arise due to time-varying
effects. As stated in [92], these effects can be classified in two groups: foil
motion and unsteady flow-field structure. For the case of fin and rudder sta-
bilisers, these effects can be further specified as follows:

• Foil motion. Due to the principle of operation of stabilisers, the angle
of the foil with respect to the hull is varied permanently as demanded by
the controller. This angle, in the sequel identified as the mechanical angle
(α), is the angle describing the pitch motion of the foil. In addition, the
motion of the hull induces foil motion which forces the latter to plunge or
heave in the fluid. For example, roll motion induces a local flow velocity
component tangential to the hull which acts perpendicular to fins when the
mechanical angle is zero. This velocity is often more significant in fins than
in rudders due to the larger distance from the ship’s centre of roll to the
CP of the fins. The local roll-induced velocity, together with the forward
velocity of the ship, produce an angle of incidence, which we call flow angle
(αfl); the combination of mechanical and flow angles modifies the effective
angle of attack (αe) used to give the hydrodynamic characteristics of the
fin. To illustrate this, Figure 5.5 depicts the magnitudes involved in an
example where the ship rolls to starboard (φ, p > 0). In this figure, we
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Fig. 5.5. Fin motion due to roll motion.

can see the coordinate frame xf -yf in which the mechanical angle and flow
angle are defined and also the frame x′

f -y′
f in which the effective angle of

attack is defined. The frame xf -yf is positioned so that the cord of the fin
coincides with the xf axis when the mechanical angle is zero, while the
frame x′

f -y′
f is fixed to the fin. Figure 5.5 also shows the flow velocity Vfl,

which has been resolved into two components: U surge velocity and vroll

roll induced velocity. The roll-induced velocity depends on the roll rate p
and the position of the fin relative to the roll center1 indicated by rf in
Figure 5.5. Using the convention shown in Figure 5.5, we can define

αfl = arctan
(vroll

U

)
= arctan

(rf p

U

)
αe = −αfl − α, (5.7)

where αe > 0 will induce a positive roll moment: τ4fins > 0.
• Flow-field structure. This takes into account the time-varying incident

velocity due to the flow motion. In the case of a ship, the waves that move
relative to the hull affect the flow speed and angle due to the elliptical
orbital motion of the water particles in the region close to the fin [80].

At low effective angles of attack, with fully attached flow, the unsteady hydro-
dynamic effects result in small variations of the lift coefficient CL with respect

1For simplicity we will take the roll centre to coincide with the centre of gravity
[135]. For a discussion regarding the definition of roll centre see, for example, [110].
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to the static hydrodynamic characteristics. For example, Figure 5.6(a) shows
a schematic of the hydrodynamic characteristics of a foil in both steady and
unsteady conditions.

(a) (b)

1
2 3

4

5
C

L

C
L

Steady state
Dynamic

αeαe

Fig. 5.6. Schematic hydrodynamic characteristic of a foil in steady and unsteady
conditions. (a) For small effective angle of attack. (b) For large effective angle of
attack.

The phenomena depicted in Figure 5.6(a) have been studied extensively in
the field of helicopter rotor aerodynamics2. Different theories and models have
been proposed in this branch of engineering to study this phenomenon. This
behavior can be represented with a second-order linear state-space model,
in which the input is the effective angle of attack and the output the lift
coefficient CL—see [92] for further details:

ẋ = Ax + Bαe

CL = Cx + Dαe.
(5.8)

When the effective angle of attack is large, however, the unsteady hydrody-
namic effects develop into the so called dynamic stall . As stated in [92]:
dynamic stall occurs when a foil or any lifting surface is subject to time-
dependent pitching, heaving or other type of unsteady motion that takes the
effective angle of attack beyond normal stall conditions. The resulting flow sep-
aration in dynamic stall conditions is significantly different from that found
in steady conditions. Due to the nonlinear phenomena involved, there are no
simple models such as (5.8) to quantitatively describe and predict this effect
suitable for engineering analysis in aerodynamics. To the best of the author’s

2The rotor blades (foils) of a helicopter are subject of cyclic pitching to account
for the difference in flow speed between the blade that is advancing and the blade
that is retreating; and therefore, balance the lift they produce.
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knowledge, these models are also under development in the area of hydrody-
namics. In the following, we present a qualitative description of the physical
characteristics of dynamic stall relevant to our purposes.

Figure 5.6(b) shows a schematic for the lift developed by a foil under dy-
namic stall together with the associated static characteristic. To facilitate the
description, this figure also shows points of interest identified by numbers (1
to 5). We will use these points to describe the associated physical phenomena.
Following [92]:

• (1) At this point, the foil reaches the steady stall angle.

• (2) The first indication of dynamic stall appears as the lift developed is
still increasing with the effective angle of attack beyond steady stall angle.
This effect is the result of a delay in flow separation due to the formation
of a vortex at the leading edge of the foil. At this stage, it is usually said
that the lift overshoots [106]. This overshoot can be up to 100% of the
static maximum lift [92].

• (2-3) Here the vortex generated at the leading edge travels towards the
trailing edge and the lift still increases until point 3 when the vortex
reaches the trailing edge and the lift finally stalls.

• (3-4) After the vortex reaches the trailing edge and passes to the wake,
the flow separates completely.

• (4-5) The angle of attack reduces until the flow becomes reattached at
point 5.

As we will see in Chapter 13, the effects represented in Figure 5.6(b),
together with the above description, will serve to define some of the control
system specifications. As a motivation example, Figure 5.7(a) shows the lift
coefficient characteristic recently obtained in model tank testing experiments
reported in [80]. Apart from the effects already described, it is interesting to
note in this figure that once the fin stalls, reduction in the effective angle of
attack can result in a change in the lift sign before the sign of the effective
angle of attack changes. Figure 5.7(b) shows the non-linearity in a time series
of the measured lift.

There is an important characteristic of the dynamic behaviour of foils
relevant to stabiliser control design which has not been depicted in the
presented diagrams. This is the dynamic characteristic when the maximum
effective angle of attack is close to the static stall angle. This situation is
an intermediate case between what is shown in Figures 5.6(a) and 5.6(b).
Figure 5.8 shows a schematic of the behaviour of the foil in this situation.
The work presented in [116] shows experimental data in a form similar to
that presented in Figure 5.8.
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Fig. 5.7. Model tank testing results of fin stabilisers with a linear controller per-
formed at MARIN-Maritime Research Institute Netherlands on a 1:40 model of a
180 m fast ferry at 35 kt in quartering regular seas. (a) Lift coefficient CL. (b) Time
series of the measured lift force. Courtesy of MARIN.

The relevance of this issue to the stabiliser control system design is
stated in the following hypothesis:

According to experimental results, it seems that even in dynamic condi-
tions, the behaviour of the foil can be predicted by its static characteristic
provided the effective angle of attack is not taken beyond the static stall angle.

The above will be used to define an additional specification for the
design of the control system in Chapter 13.

5.4 Forces and Moments Acting on the Hull

Summarising the material presented in the previous sections, there is a total
hydrodynamic force F induced on the fin resulting from L and D acting on the
centre of pressure CP . This total hydrodynamic force can also be resolved, for
convenience, into the components N and T , which are normal and tangential
to the foil respectively:

N = L cos αe + D sin αe

T = D cos αe − L sin αe,
(5.9)

such that F =
√

L2 + D2 =
√

N2 + T 2. Furthermore, from expressions (5.5)
and (5.6), it follows that
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Fig. 5.8. Schematic hydrodynamic characteristic of a foil in dynamic and steady
conditions when the maximum effective angle attack is close to static stall angle.

L =
1
2
ρV 2

f AfCL(αe) D =
1
2
ρV 2

f Af

(
CD0 +

CL(αe)2

0.9πa

)
, (5.10)

where CL(αe) can be either the steady state or the dynamic characteristic of
the foil. Expressions (5.9) and (5.10) hold for any foil whether the latter be a
rudder or a stabiliser fin. However, the effective angle of attack and the forces
and moments appearing on the hull depend on the location of the foil. In the
following, we establish these relationships between forces and moments on the
hull and hydrodynamic components for both rudders and fins.

5.4.1 Rudder

In manoeuvering applications, the effective angle of attack of the rudder de-
pends on the mechanical angle, surge velocity (u), sway velocity (v) and the
sway velocity astern induced by the rate of turn of the vessel (va ≈ −LCGr)3.
However, for rudder-based stabilisers, the problem can be simplified by taking
the effective angle of attack to be identical to the mechanical angle, which is
defined positive when the rudder moves to port—see Figure 5.9.

The assumption leading to this simplification is that rudder roll stabilisa-
tion is not used in manoeuvring situations; and therefore, the sway velocity
can be neglected. In addition, due to frequency separation between the roll

3In naval architecture, the distance from the rudder stock to the center of gravity
is commonly referred to as the Lateral Centre of Gravity (LCG)—see Figure 5.9.
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dynamics (which in this case determine the rudder motion) and the yaw dy-
namics, the sway velocity astern induced by the rate of turn can also be
neglected in most situations. Therefore, under these assumptions, the rudder
induced forces and moments in 4DOF can be expressed in the body-fixed
frame as

τ1rudder ≈ −D

τ2rudder ≈ L

τ4rudder ≈ −rr L

τ6rudder ≈ −LCGL

(5.11)

where rr is the rudder roll arm (distance CG-CP ), and LCG is defined in
Figure 5.9, and L and D given in (5.10). Note that the positive convention
shown in Figure 5.9 is in agreement with that presented in Chapter 3: right-
hand or right-hand curl rule.
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Fig. 5.9. Rudder-induced forces and moments.
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5.5 Rudder-Propeller Interaction

To evaluate the lift and the drag produced by the rudder (cf. (5.10)), we need
to estimate the flow velocity over the rudder ur. Because the rudder is located
in the race of the propeller, the flow velocity over the rudder will be different
than the forward velocity of the vessel. To estimate this, we can consider the
momentum theory of propellers.

The momentum theory is based on the principle that thrust is generated
as a consequence of accelerating the fluid. This approach treats the propeller
as a disk that produces a sudden increase in pressure when the fluid passes
from one side of the disk to the other.

In the simplified scheme shown in Figure 5.10, the propeller is considered
as a disk of area Ap that advances through the undisturbed fluid at a speed
ua. This disk produces a sudden increase in the pressure of the water that
passes through it, as indicated in the plot at the bottom of the figure. This
figure also shows the streamlines, i.e. lines that are tangent to the velocity
vector of the fluid; hence, there is no flow across the the streamlines. Under

Disk, area Ap

T

pa

pa
pa

ua

ua(1 + b)
x

r(x)

P

1234

Fig. 5.10. Momentum theory of propeller action

the assumption that the propeller imparts uniform acceleration to all the fluid
passing through it, there is a contraction of the tube of fluid; hence, there must
be a gradual change in the speed of the fluid. It will be further assumed that
there is no rotational motion of the fluid. Then, at the cross section 1, ahead
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of the propeller, the fluid has a velocity ua (advance velocity relative to the
propeller), and in the wake, section 4, well behind the propeller, the fluid has
a speed which may be written as ua(1+ b). The velocity of the fluid at section
2 will be greater than ua, and this can be written as up = ua(1 + a).

If the disk is considered of negligible width, then the speeds on each side
equal ua(1 + a), and the volumetric flow rate passing through the disc is

Qf = Apup = Apua(1 + a). (5.12)

If the flow is steady, the pressure in the tube will be reduced from pa as the flow
speed increases towards the disk—Bernoulli’s law. At section 3, the pressure
is increased, and at section 4 the pressure will again be pa. Consequently, by
considering the volume between sections 1 and 4, we can apply the momentum
equation to the volume in the tube, and the thrust is equal and opposite to
the force on the fluid—see [145]:

XT = ρQf (ua(1 + b) − ua). (5.13)

Further, the thrust is the result of the difference in pressure between the sides
of the disk:

XT = (p3 − p2)Ap. (5.14)

By applying Bernoulli’s law between sections 1 and 2 and between sections
3 and 4 (it cannot be applied between sections 2 and 3 because the flow is
unsteady):

p1 +
1
2
ρu2

1 = p2 +
1
2
ρu2

2

p4 +
1
2
ρu2

4 = p3 +
1
2
ρu2

3,

and noting that u2 = u3 = ua(1 + a), u4 = ua(1 + b) and p1 = p4 = pa, it
follows that

p3 − p2 =
1
2
ρ(u2

a(1 + b)2 − u2
a). (5.15)

Finally, by substituting (5.15) into (5.14), and combining this with (5.13), it
follows that

a =
b

2
. (5.16)

Thus, the fluid increases one-half of its velocity when reaching the disk, and

XT = ρApu
2
a(b + b2/2) = ρApu

2
a2(a + a2). (5.17)

The velocity of advance can be estimated from the forward speed of the vessel,
U as

ua = (1 − w)U, (5.18)
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where the wake fraction w usually takes values between 0.1 and 0.4 [66].
Because the forward speed of the vessel is assumed constant, the thrust can
be equated from the hull resistant coefficient

XT = (1 − t)−1Xu|u|U |U |, (5.19)

where t is the so-called thrust deduction number, which takes values between
0.05 and 0.2 [66]. Then, for a given forward speed of the vessel, we can estimate
the flow speed at the propeller as

up =
1
2

[
(1 − w)U +

√
(1 − w)2U2 +

2(1 − t)−1Xu|u|U |U |
ρAp

]
. (5.20)

The radius of the wake at a location of x metres behind the propeller, r(x)—
see Figure 5.10—can be estimated as [134]:

r(x) = rp

0.14
(

up

2up−ua

)
+

(
x
rp

)1.5

0.14
(

up

2up−ua

)1.5

+
(

x
rp

)1.5

√
up

2up − ua
, (5.21)

where rp is the propeller diameter. Finally, if the centre of pressure of the
rudder is located at the position x, then the average flow velocity over the
rudder can be estimated as [134]:

ur = up

(
rp

r(x)

)2

. (5.22)

with up and r(x) given above.
The reader should be aware that the simplified model for the interaction

between rudder and propeller presented in this section, is only valid for ships
sailing at a constant forward speed.

5.5.1 Fins

The case of fin stabilisers involves a more detailed analysis than that for the
rudder because variations of the effective angle of attack due to the motion of
the hull cannot be neglected in some conditions.

With the adopted positive convention shown in Figure 5.11, we have
τ4fins > 0 whenever αe > 0 (cf. (5.7)). If we consider αfl = 0, positive me-
chanical angles of the fins will induce a negative roll moment: the positive
mechanical angles have been defined using the right hand side convention for
both fins. Similarly, if α = 0, the flow angle induced by the combination of
positive roll rate p and forward speed of the vessel U will induce a negative
roll moment.

From this figure, it follows that the roll moment due to the hydrodynamic
forces acting on the fins can be approximated by:
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τ4fins ≈ 2N rf , (5.23)

where N is the the resulting hydrodynamic force component normal to the
fin, which is (cf. (5.9)) defined positive with positive angle convention for the
fin angles, and rf is the fin roll arm—see Figure 5.11.

In Expression (5.23), it has been assumed that both fins develop the same
amount of roll moment, and that the magnitude of the forces producing this
moment are approximated by the magnitude of the component normal to
the fin. Experimental results indicate that the first assumption is not always
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Fig. 5.11. Fin motion due to roll.

realistic due to the differences in flow velocity between the windward and
leeward side of the vessel produced by the wave pattern [80]. This effects will
be further discussed in Chapter 13. Using these approximations, we can obtain
the following model for the forces and moments induced by the fins:

τ1fins ≈ −T

τ2fins ≈ −N sin(β)
τ4fins ≈ 2N rf

τ6fins ≈ FCGN sin(β),

(5.24)
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were the angle β is fins tilt angle indicated in Figure 5.11, FCG is the lon-
gitudinal distance from the centre of pressure of the fins to the center of
gravity (see Figure B.3). The forces T and N are the tangential and normal
component of the hydrodynamic force generated by the fins (cf. (5.9)).

5.6 Hydraulic Machinery

Control surfaces are commanded by hydraulic machinery that implement the
action demanded by the controller. The characteristics of this machinery are
important since they can impose constraints on the control action. The math-
ematical model of the hydraulic machinery most commonly used in marine
applications is the simplified model presented by van Amerongen [223]. Figure
5.12 presents a block diagram corresponding to this model, in which αc is the
control command and αm is the mechanical angle of the fin or rudder. The
model presented in Figure 5.12 captures the essential characteristics relevant
to control system design:

αd

αmax

αmax

α̇max

αpb

∫
α

Fig. 5.12. Simplified block diagram of a hydraulic actuator model.

• Magnitude saturation: the foil motion is constrained to move within certain
maximum angles, i.e. −αmax ≤ α ≤ αmax.

• Slew rate saturation: The rate of rudder movement is limited by a maxi-
mum value α̇max.

• Time delay: the main servo is responsible for producing most of the delay
between the desired rudder angle αd and the actual rudder angle α. This
delay is represented by a first order system with a time constant

tr =
αpb

α̇max

where αpb is the so-called proportional band. Figure 5.13, shows the effect of
rate limitations on the rudder response to a sinusoidal rudder command.
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Fig. 5.13. Effect of rate limit on rudder response to a linearly growing sinusoidal
command of period 7s.

5.7 Part I Summary and Discussion

This first part of the book has introduced the models used for control system
design. These include simplified nominal models, and also more complex cal-
ibration models, which can be used to test control strategies at preliminary
stages before proceeding with physical model testing or full-scale trials. In
Appendix B, a benchmark example is presented for which all the parameters
of the models presented in this part are given.

The second part of the book provides an introduction to the particular
ship motion control problem of roll stabilisation.
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Introduction to Ship Roll Stabilisation



6

Ship Roll Stabilisation

This chapter provides an overview of the different techniques used to reduce
the roll motion of ships.

6.1 Effects of Roll Motion on Ship Performance

Roll motion, in particular, affects ship performance in the following ways:

• Transverse accelerations due to roll induce interruptions in the tasks
performed by the crew. This increases the amount of time required to
complete the missions, and in some cases may even prevent the crew from
performing tasks at all. This can render navy ships inoperable [152].

• Vertical accelerations induced by roll at locations away from the ship’s
centre line can contribute to the development of seasickness in the crew
and passengers, which affects performance by reducing comfort.

• Roll accelerations may produce cargo damage, e.g. on soft loads such as
fruit.

• Large roll angles limit the capability to handle equipment on board. This
is important for naval vessels performing weapon operations, launching or
recovering systems, and sonar operation.

6.2 Damping or Stabilising Systems?

There has been some controversy in the literature with regards to the use of
the terms roll stabilising or roll damping systems. Some people argue that the
roll motion of a ship is inherently stable, and suggests that roll damping is
therefore more accurate. This choice, however, could be misleading because
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these systems may do more than just modifying the damping. As discussed
by Weinblum and St. Denis, [235], by referring to the equations of motion,
one could distinguish three ways of reducing motion:

• Increase the damping,
• Increase the inertia (to decrease the roll natural frequency of the ship and

avoid synchronization with the waves),
• Reduce the exciting moment.

Perhaps a more appropriate term to describe these systems could be roll
reduction systems. Nevertheless, the industry (together with the vast majority
of the literature) seems to have preferred stabilisation over damping, and a
change now to reduction could lead to confusion. Therefore, in this book we
will adopt the terms ship roll stabilisation and stabiliser, with the following
definitions for them:

Definition 6.1 (Ship roll stabilisation—SRS). Ship roll stabilisation
refers to the reduction of the undesired ship roll motion induced by the waves.

◦ ◦ ◦
Definition 6.2 (Stabiliser or ship roll stabilisation system). A sta-
biliser or ship roll stabilisation system is a stable feedback system used to
reduce ship roll motion induced by the waves. ◦ ◦ ◦
Note that from a system dynamics perspective, all roll stabilisers can be
described in terms of a feedback configuration, with the input-output causality
depicted in Figure 6.1. Therefore, Definition 6.2 applies to both active and
passive stabilisers.

Ship

Roll moment

Ship Roll
Stabiliser

Roll motion

Fig. 6.1. Ship roll stabiliser.

Furthermore, since such a feedback system must be designed to be stable—
whether the open-loop system is stable or not—the author believes that the
use of the term stabilising provides an appropriate description.
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6.3 Ship Roll Stabilisation Techniques

The first elements leading to good SRS are careful hull design and load distri-
bution. It was shown by Froude, in his seminal paper On the rolling of ships, in
1861–[75, 76], that it is not the height of the waves, but the steepness (slope)
what excites the rolling motion of a ship. He further commented that since
short waves appear to be steeper than long waves, there is, then, no advantage
in trying to reduce the natural roll period of the vessel. Instead, this period
should be extended as much as possible so as to avoid synchronization with
the wave excitation frequency. This can only be achieved by [77]:

• Increasing the moment of inertia,
• Reducing the transverse stability.

The first is entirely related to the distribution of the load on the ship, whereas
the second also accounts for the shape of the hull. With regards to the hull
shape and damping, significant increase in damping can be achieved by de-
signing hulls with a small bilge radius, and with the appendages located as
far as possible from the centre of gravity [93].

Despite good efforts to extend the natural period of the vessel, it is in-
evitable that wave loads will excite roll for some sailing conditions. In addi-
tion, the damping of the hull may not be sufficient to attenuate roll motion
to the desired levels. For these reasons, the vessel is often equipped with roll
reduction systems.

As commented by Chadwick [44] if one looks at the patent registers, there
have been a large number of proposals from which only a few passed the
stage of a prototype. Further, he makes the observation that all stabilisers
depend on the motion of mass; thus, they can be classified according to three
elementary properties:

1. Type of motion
• A (Acceleration). The reducing moment is produced by mass accel-

eration.
• D (Displacement). The reducing moment is produced by the action

of gravity on a displaced mass.
2. Location

• I (Internal). Mass is internal to the ship.
• E (External). Mass is external to the ship.

3. Type of mass
• S (Solid). The mass is solid.
• F (Fluid). The mass is fluid.

Obviously, not all the combinations of the above are possible. By considering
either fluid or solid mass, the elementary types that have resulted in full scale
trials are as indicated in Table 6.1.

In the following, we provide an overview of the working principles of these
devices and discuss their advantages and disadvantages.
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Table 6.1. Types of stabiliser—adapted from [44].

Working principle Example

AIS (Accel. of Internal Solid mass) Gyroscopes
AEF (Accel. of External Fluid mass) Bilge keels, fins, rudder
DIS (Disp. of Internal Solid mass) Motion of weights
DIF (Disp. of Internal Fluid mass) Anti-roll tanks

6.3.1 Gyroscopes

The gyroscope type of stabiliser consists of using the gyroscopic effects of a
large rotating wheel to generate a reducing moment. The use of gyroscopic
effects was proposed as a method to eliminate roll, rather than to reduce it.
This method is not currently in use, but the interested reader can look into
the references provided in Section 6.4—where we briefly discuss the history of
SRS developments.

6.3.2 Bilge Keels

Bilge keels are the simplest form of stabiliser. These are long narrow keels
mounted on the turn of the bilge. Figure 6.2 shows a conventional arrange-
ment. The idea of using bilge keels was apparently put forward by Froude in
the mid-19th century—see [236, 83, 78].

Bilge keels increase the hull damping by generating drag forces that act
perpendicular to the keels and oppose the roll motion. In this way, the kinetic
energy associated with roll is converted to fluid kinetic energy by viscous
effects (shed vortices). The main advantages of bilge keels are the following:

• Relatively effective source of damping, especially at low speeds. The
performance is in the range of 10–20% of roll angle reduction (RMS) [198].

• Low maintenance; no more than that normally done to the hull.

• No occupied space and no significant increase of ship dead weight.

• Low price and easy installation.

Some disadvantages of bilge keels are indicated as follows:

• Increase of hull resistance in calm water conditions (when roll reduction
is not necessary.) Although this is alleviated by careful alignment with
the hull streamlines, the increase of resistance in calm water can still be
significant [198].
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• Not all ships can be fitted with bilge keels. For example, they could be
a potential problem for fishing vessels deploying nets, and are very easily
damaged in ice-breakers.

For more details about performance and dimensions of bilge keels, see Ikeda,
[111], and references therein.

Bilge keel

DWL

Fig. 6.2. Bilge keel arrangement.

6.3.3 Anti-rolling Tanks

The most widely used anti-roll tank is the U-tube tank; originally developed by
Frahm in 1911 [70]. This type of tank is composed of two reservoirs, located
one on port and one on starboard, connected at the bottom by a duct as
shown in Figure 6.3. The principle of operation of anti-roll tanks is that as
the ship rolls, the fluid inside the tank (usually water) moves with the same
period the ship moves, but lagging a quarter of period behind the rolling of
the vessel [45]. This way, the weight of the mass of fluid produces a moment
that opposes the roll motion. This moment attains its maximum values when
the ship passes through its vertical position.

Anti-roll tanks can be either passive or active. In passive tanks, the fluid
flows freely from side to side. According to the density and viscosity of the fluid
used, the tank is dimensioned so that the time required for most of the fluid
to flow from side to side equals the natural roll period of the ship. Fine tuning
can be achieved by adjusting the air that flows from one side to the other
through the valve shown in Figure 6.3. This condition can only be attained
at a single frequency—the tank natural frequency. Passive tanks are tuned
to match the tank natural frequency with the roll natural frequency of the
ship. Gradual performance degradation occurs if the frequency of roll motion
departs from the tank natural frequency. This happens due to variations of the
wave excitation frequency in different sea states. Figure 6.4 shows an example
of roll response (roll amplitude/wave amplitude for a sinusoidal wave) with
and without the tank. In this example, the roll resonant frequency is about
1 rad/s, and the tank is tuned for maximum performance at this frequency.
The performance of the tank worsens at low excitation frequencies.

Active tanks operate in a similar manner to their passive counterparts,
but they incorporate a control system which modifies the natural period of
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Fig. 6.3. Detail of a typical tank section, and transverse location on the hull.
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Fig. 6.4. Roll response in regular seas with—(thick) and without—(thin) passive
anti-rolling tank. This figure has been reproduced from [172] with permission of
ADI-limited, Australia.

the tank to match the actual ship roll period. This reduces the low frequency
peak shown in Figure 6.4. As we have seen in Chapter 4, the frequency of roll
motion is determined by a combination of wave excitation frequency and ship
response according to the sailing conditions. Therefore, there are situations
in which the roll period departs from the natural period. To improve the
performance at low frequencies (see Figure 6.4), the control system continually
senses the roll period and if necessary extends the tank period. This can be
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done, for example, by adjusting the air flowing from one side to the other via
a pneumatic valve in the air duct—see Figure 6.3—or by forcing the wave
motion with a pump located in the lower duct.

The main advantages of anti-roll tanks are the following:

• Medium to high performance. This has been estimated to be in the range
of 20–70% of roll reduction (RMS) [198].

• Performance is independent of the operation speed of the vessel. This
makes them the preferred option for vessels that spend a large amount of
time operating at low or zero speed, and require clean hulls for operations
(e.g. fishing vessels).

• Low maintenance.

• Relative cost of these stabilisers is in the middle range.

• By incorporating appropriate additional features, the tank can also serve
as an anti-heeling devise to compensate for uneven distribution of load.

Some disadvantages of anti-roll tanks are indicated as follows:

• Reduction of deadweight; estimated to be in the range of 1–4% of
displacement [120]. This can be overcome by using reservoir water or fuel
carried on board.

• Occupy large spaces.

• Affect the stability of the vessel due to free-surface effects. When a tank is
not completely full and there is space for the water to move (free surface),
there is a loss of transverse metacentric height due to the motion of the
centre of gravity. This should be accounted for to avoid ship stability
problems.

6.3.4 Active Fin Stabilisers

Fin stabilisers consist of a pair of hydrofoils mounted on rotatable stocks at
the turn of the bilge located about amidships—see Figure 6.5. As the ship
rolls, this motion is sensed via gyroscopes and fed back to the control system,
which commands the actuator to modify the angle of incidence of the fins.
Once there is an angle between the flow and the fin, hydrodynamic lift is
generated, and a stabilising moment is obtained as a result of the generated
lift and the location of the fins on the hull. As in any lifting device, the amount
of lift, and hence the generated moment, depend on the vessel speed. At speeds
higher than 10-15 knot, active fins are the most effective stabiliser.
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Aft view

Fig. 6.5. Typical fin stabiliser arrangement.

The main advantages of fin stabilisers are their high performance; normally
estimated in the range of 60–90% of roll reduction (RMS) [198], and the
relatively easy control system design.

Some disadvantages of fin stabilisers are indicated as follows:

• Ineffective at low speeds.

• Costly maintenance.

• Need for control system with sensors and powerful hydraulic actuators.

• Easily damaged and with high risk of grounding when operating in
shallow water or coming alongside other ships.

• Increased hull resistance when in use. Large-span fins are not usually
viable (particularly if they are not retractable); thus, a small lift to
drag ratio results from the usually low aspect ratio characteristics of
the commonly employed fins. A rough estimate of speed loss due to fin
activity is 10% [224].

• Increased resistance in calm water if they are not retractable. Retractable
fins are more expensive and may require large spaces.

• Possibility of introducing underwater noise affecting sonar systems.

• Most expensive stabiliser.

• Highly nonlinear hydrodynamic effects (dynamic stall) may appear when
operating in severe sea states and heavy rolling conditions [80]. This re-
quires advanced control strategies to achieve high performance.

6.3.5 Rudder Roll Stabilisation RRS

Rudder roll stabilisation is a technique based on the fact that the rudder is
located aft and also below the centre of gravity of the vessel, and thus the
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rudder imparts not only yaw but also roll moment—see Figure 6.6. RRS is a
extra feature of the course autopilot.

CG
CG

Frudder

Frudder

Aft view

WL

φ < 0

Fig. 6.6. Rudder-induced rolling moment.

Most of the drawbacks of conventional active fin stabilisers and anti-roll
tanks are overcome by RRS. Provided the speed of the ship and the rudder
rate are sufficiently high, this technique can be applied to different ship types:
small and large naval vessels, patrol (coastguard) vessels, ferries and some
Ro-Ro vessels [120]. The main advantages of RRS are the following:

• Medium to high performance. This can be in the range of 50-75% of roll
reduction (RMS) [198].

• Relatively inexpensive.

• No resistance in calm water conditions.

• No large spaces required.

• Can be combined with other stabilisers to achieve higher performance.

Some disadvantages of RRS are indicated in the following:

• Ineffective at low speeds. Nevertheless, this can be higher than that of
fins because the rudders are located in the race of the propellers; and
thus, operate in higher speed flows than fins.

• Drag is produced when in use. Nevertheless, this can be less than the
drag of fin stabilisers, provided ship turning is prevented [224].
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• Rudder machinery up-grade may be needed to achieve high performance—
faster rudder motion.

• Need sophisticated control systems to extend the good performance to
different sailing conditions.

The latter observation has motivated a large amount of research since
the first successful implementations were reported, which will be reviewed in
Chapter 10.

6.4 A Note on the Early Days of Ship Roll Stabilisation

The undesirable effects of roll motion became more noticeable in the mid-19th
century when significant changes were introduced to the design and develop-
ment of ships. Sails were replaced by steam engines, wood was replaced by
iron and, for warships, the arrangement was changed from broadside batteries
to turrets [87]. The combination of these changes, in particular the dropping
of sails, led to modifications of the transverse stability with the consequence
of large roll motion.

The lead in research on roll stabilisation was first taken by British scien-
tists. Indeed, William Froude (1810–1879) started studying the mechanisms
that induced roll motion on ships before 1860 [236]. This was at the request
of M. Brunel, a famous civil engineer of that time, who had been assigned
the task of designing and constructing the Great Eastern1 [75]. The work of
Froude laid the foundations of our modern perception of roll motion: roll is
the consequence of fluid pressure acting on the hull, and not of the impact of
waves on the side of the ship, as once had been believed [45].

The first attempt to reduce roll motion was to fit bilge keels. It was Froude
who stated the contribution of skin friction to roll damping and the impor-
tance of bilge keels [83]. According to Sir Wescott’s memoir [236] observations
made by Froude during the trial voyage of the Great Eastern led to the pro-
posal of using bilge keels. For a list of more contemporary references on bilge
keeps, see the recent paper of Ikeda [111].

What may also be regarded as a development of the bilge keel idea is the
vertical plate keel, or longitudinal fin, which was tested in Denmark in the
late 1880s [45]. Although this system reproduced the characteristics of bilge
keels, the increase of draught was a clear disadvantage with respect to the
latter.

According to the survey paper of Vasta et al.[230], Froude also installed
water chambers in the upper part of a ship in 1874, but large free-surface

1Data of this ship can be found online in the Ships of World: A Historical En-
cyclopedia.
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effects resulted in poor performance2. In 1878, the Committee on the Inflexible,
in England, presented a study on damaged stability for the HMS Inflexible,
in which they concluded that the free flow of the water within the damaged
compartments contributed to an increase of righting power in excess of the
values predicted by the stability curves. This happened only if the number
of partially flooded compartments was low and the level of water appropriate
[45, 87]. As a result of these experiments, the HMS Inflexible was permanently
fitted with water chambers in 1880. Watt, in 1883–85—[232, 233], reported
results obtained with water chambers mounted on the HMS Inflexible. This,
together with the work of Froude, was probably the earliest attempt of using
passive anti-rolling tanks.

Other early stabilisers also tried moving weights from side to side in the
vessel and gyroscopes. Chalmers [45] provides an enjoyable set of historical
notes on the development of these devices, but unfortunately no bibliographi-
cal references are made to the work thereby reviewed. As examples of moving-
weight SRS, Chalmers reviews two attempts. The first, was the invention of
Sir J. Thornycroft, which consisted of an 8 ton quadrant mounted on a verti-
cal shaft which, when turned, moved the quadrant across from one side of the
vessel to the other. The motion of the shaft was produced by a hydraulic sys-
tem, and the valves of this hydraulic system were commanded by a pendulum
and an electrical relay, and was proportional to a combination of the effective
wave slope and roll angle [44]. This seems to have been the first active SRS
documented. Full-scale experiments in 1891 gave peak roll reductions of 50%
but, despite the good results, the idea was abandoned—perhaps, because of
irregularities in the performance obtained due to poor accuracy of the me-
chanical feedback system—and never became a commercial product [44]. The
second example reviewed by Chalmers was the proposal of Crémieu, from
France, who suggested the use of a pendulum hanging from the underside of
the upper deck, with it being partially submerged in a viscous fluid. Instead of
using the original pendulum idea, experiments were performed using a four-
wheeled truck which was free to move on curve rails inside a tank filled with
lime water. Forced rolling in calm water yielded encouraging results, but a
trip trial in waves proved the method to be inefficient and even dangerous.

The use of gyroscopic effects was then proposed as a method to elimi-
nate roll rather than reducing it. Schlick was the first to propose use of the
gyroscopic effects of large rotating wheels as a SRS in 1904 [197]. In 1907,
White [238], described, on behalf of Schlick, the installation of a system for
the ex-German torpedo-boat destroyer See-Bar. The Schlick gyroscope pre-
sented some problems in adjusting the precession moment according to the
magnitude of the the waves, and although it worked well for the vessel used

2A similar comment referring to the work of Froude in 1874 is made by Bat-
tacharyya [28]. Unfortunately, bibliographic references to the reported work are
mentioned neither in [230], nor in [28]. To date, the author has not been able to
trace references to such work.
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by Schlick, it did not perform as expected in other vessels—see [45] for details.
The American company Sperry then developed a system that addressed the
problem of the Schlick gyroscope by using an electrical motor commanded by
switches and a small gyroscope to control the precession of the main gyro-
scope. In this, the velocity of precession was proportional to the roll rate of the
vessel. Although the performance of these system was remarkable, up to 95%
roll reduction, their high cost, the increase in weight and large stress produced
on the hull masked their benefits and prevented further developments. For a
thorough review of the theory and developments of these type stabilisers, see
[45].

The work described above was followed by the development of the U-tank
made by Frahm in 1911 [70]. This U-tank was found to be more effective than
the free-surface tank previously used by Froude and Watt. The first vessel to
be fitted with a Frahm tank was the cargo and passenger steamer Ypiranga,
which ran between Hamburg, Mexico and Buenos Aires [45]. This type of
anti-roll tank is still very much in use to date—see, for example, the work of
the leading German company Intering (http://www.intering.com/).

Work on active anti-roll tanks started in the 1930s. For example, Minorski
[151] used a pump to alter the natural flow in the tanks in 1934. The velocity
of the fluid was varied according to the roll acceleration [44]. During the
1960s and 1970s there was significant research activity to better understand
the performance of these stabilisers, see for example, [230, 87, 19, 234] and
references therein. More complete passages on the history and the development
of anti-roll tanks, which also includes contemporary references, can be found
in [45, 230, 87, 82]. In particular, the paper of Vasta et al.[230], summarises
the early development of stabilisers within the US Navy, which did not take
place until the 1930s. This reports the use of tanks in different vessels, and
provides a mathematical model of a U-tank based on the developments made
at Stanford University in the early 1950s.

As commented by Bhattacharyya [28] significant adoption of active-fin
stabilisers started after World War II. This was a consequence of the combined
work of the Denny and the Brown Brothers companies in England, but the
idea of using fin stabilisers was developed before the war. The first proposal
for fin stabilisers was made by S. Motora of the Mitsubishi Nagasaki Shipyard
in Japan, in 1923 [45]. This device was patented by Motora in the USA in 1925
[153]. By 1930, this had been applied successfully to three vessels: a passenger
ship, a steamer, and a mine-sweeper. The fins were commanded by standard
steering machinery, which was activated by a device which used a gyro. The
maximum angle at which the first installed fins operated was 18 deg, and the
time required to reach this angle was half a second. No attempt was made to
control the angles gradually; the fins reached the maximum angle almost at
once [45].

The first vessel of the Royal Navy equipped with fin stabilisers was the
HMS Bittern in 1936—see [152]. The extensive work of the Denny and the
Brown Bros. companies was reported in the paper of Allan, in 1945 [4]. The
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work of Conolly in 1969 [52] provided a method to establish the number of
fins required and the value of control gains to achieve a certain degree of
roll stabilisation. During the 1970s, Lloyd [137, 140] and Carley and Duberley
[43] contributed further towards a solid understanding of the performance and
design of fin stabilisers.

The idea of using the rudder as a stabilisation device probably emerged
from observations of ship roll behaviour under autopilot operation. Taggart
[215] reported an unusual combination of circumstances occurring on the
American Resolute (container ship) during a winter Atlantic crossing in 1967,
which resulted in excessive ship rolling when automatic steering was used.
From data observed during that trip and a model constructed from data of a
summer crossing in 1968, it was concluded that the high roll motion observed,
even in the absence of significant seaway, was the consequence of high yaw
frequencies, which made the autopilot produce rudder activity close to the roll
natural frequency of the ship. It was then suggested that the autopilot con-
trol system should be modified to avoid these effects; however, the fact that
rudder motion could produce large roll could be used as anti-rolling device.
This hypothesis was to be tested on the 1968 summer crossing, but calm seas
hindered the attempt.

Motivated by the observations made by Taggart, van Gunsteren performed
full-scale trials using the rudder as a stabiliser in 1972 aboard the motor yacht
M.S. Peggy in Ijsselmeer (inner waters of The Netherlands). To the best of
the author’s knowledge, this was the first full-scale trial of a rudder stabiliser.
This work was reported by in 1973 at the 3rd Symposium on Development
of Interest to Yacht Architecture in Amsterdam, and then extended and pre-
sented at the International Ship Building Progress Journal in 1974—[229].
During these trials, a roll reduction of 43% DSA was obtained at a speed of
9 kt in beam seas.

Independently from the above work, Cowley and Lambert [54] presented
a study of rudder roll stabilisation using analog computer simulations and
model testing of a container ship in 1972. Subsequent sea trials following this
work were reported in 1974–75 [53, 55], the latter with encouraging results.
This work, obtained on commercial ships, motivated the exploration of rud-
der stabilisers in the naval environment in the United Kingdom. In 1975,
Carley [42] and Lloyd [139] reported their studies, in which they analysed not
only the benefits but also the complications associated with the control of
rudder stabilisers. This work seems to have been the first rigorous attempt to
analyse performance limitations of rudder stabilisers.

Although the idea of using the rudder as a roll stabilising mechanism
ignited in the early 1970s, the performance obtained was, in general, poor.
This was mainly because of the simple control strategies attempted, due to
the limitations imposed by the analog computers. It was only in the 1980s
that more advanced control algorithms, and digital computers made more
successful experimental results possible: Baitis reported roll angle reductions
of 50% in 1980—see [12]. After this, most of the successful implementations
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were reported towards the end of the 1980s and beginning of the 1990s—see
for example the work of van der Klught, [227], and Blanke et al.[34]. These
were all within the naval environment.

Table 6.2. Summary of main ship roll stabiliser chronological developments–
Adapted from [44].

Year Device Ship Designer Type

1870 Bilge keels - Froude (GBr) Passive
1880 Tanks Inflexible Watt and Froude (GBr) Passive
1891 Weight Cecile Thornycroft (GBr) Active
1906 Gyro Sea-Bar Schlick (Ger) Passive
1909 Weight Steamer Crémieu (Fra) Passive
1910 U-tank Ypiranga Frahm (Ger) Passive
1915 Gyro Conte di Savoia Sperry Company (USA) Active
1924 Gyro (double wheel) Destroyer Fieux (Fra) Passive
1924 Fins (variable angle) Matsu Maru Motora (Jap) Active
1933 Fins (variable area) Aviso Estourdi Kefeli (Ita) Active
1836 Fins (variable angle) HMS Bittern Denny-Brown (GBr) Active
1939 U-tank Hamilton Minorsky (USA) Active
1972 Rudder M.S. Peggy van Gunsteren (Ndl) Active
1974 Rudder Manchester Concorde Cowley & Lambert (GBr) Active

In this section has presented a brief review on the main developments of
stabilisation concepts, and Table 6.2 summarises these developments. Through
these, the technical feasibility of roll stabilisation has been amply demon-
strated for over 100 years. Performance, however, can still fall short of ex-
pectations. As stated by Chadwick [44], this can be attributed to deficiencies
in the control system due to lack of understanding of system dynamics and
limited technology. It would then be fair to say that these, together with new
developments in control, are the main reasons why after the last addition of
rudder stabilisers in the 1970s, most of the work has shifted to developments
in control system design rather than to the development of new stabilisation
concepts.
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Ship Motion Performance

Since the development of stabilisers began, several methods and figures have
been used to quantify the performance of the stabiliser. This could create
confusion when comparing systems from different manufacturers since differen
methods yield different figures. In this section, we review the figures most
commonly used to assess stabiliser performance. These figures are

• Percentage Reduction of Roll at Resonance—RRR
• Percentage Reduction of Statistics of Roll—RSR
• Percentage Reduction of Probability of Roll Peak Occurrence—RRO
• Increase in Percentage of Time Operable—IPTO

7.0.1 Reduction of Roll at Resonance—RRR

The roll motion of the ship can be described, in its most basic form, as a
mass-spring-damper system. Indeed, the moment of inertia in roll is the mass
component, the spring arises from the buoyancy and gravity forces which
tend to restore the equilibrium position, and the damping arises from the
interaction between the hull and the water. Since the damping is in general
low, the response to wave excitation loads presents a resonant peak as was
depicted in Figure 6.4 in Chapter 6.

Then, a common figure of performance consists in evaluating the roll re-
duction at the roll resonant frequency, ωφ, for a sinusoidal wave excitation,
with a wave encountering the ship from the beam:

RRR = 100
(

1 − φ̄s

φ̄u

)∣∣∣∣
ωe=ωφ

, (7.1)

where φ̄ denotes the peak (or peak-to-peak) value of roll angle and the sub-
scripts s and u stand for stabilised and unstabilised respectively.

This figure is a deterministic measure which turns out to overestimate the
roll reduction obtained in a seaway, in which the waves have energy distributed
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over a range of frequencies rather than at a single frequency. This effect, com-
bined with the characteristics of the stabiliser feedback control system, results
in smaller roll reduction than those predicted by (7.1). Although unrealistic,
the RRR figure is very popular amongst stabiliser manufacturers because it
shows a great performance for their systems.

7.0.2 Reduction of Statistics of Roll—RSR

Since the roll motion varies according to the sea state (wave heights, and
wave periods) and sailing conditions (ship speed and heading), it is more
appropriate to evaluate performance using statistics for a particular scenario.
The percentage reduction of statistics of roll is defined as

RSR = 100
(

1 − Ss

Su

)
, (7.2)

where the subscripts s and u stand for stabilised and unstabilised respectively,
and S can be any of the following statistics of roll motion evaluated for a
particular sea state and sailing conditions:

• Variance : var[φ] or m0
φ.

• Root Mean Square (RMS) value: φRMS =
√

m0
φ.

• Single Significant Amplitude (SSA): φSSA = 2
√

m0
φ.

• Double Significant Amplitude (DSA): φDSA = 4
√

m0
φ (also denoted by

φ1/3).

The significant amplitude is the average of the highest one third of the peak or
peak-to-peak values, and this seems to have been inherited from the equivalent
concept of significant wave height, which is an estimate of the predictions
made by observers looking at the surface of the ocean. We have reviewed
these concepts quantitatively in Chapter 2.

In this context, the statistics can be evaluated as either the time average or
the ensemble average. This allows one to use the frequency domain description
to compute statistics using mathematical models and compare them with the
statistics obtained from data of tank tests or full-scale sea trials.

One should be aware that the square-root relationship between the vari-
ance and the RMS value results in a higher reduction figure for variance than
for RMS, SSA and DSA.

7.0.3 Reduction of Probability of Roll Peak Occurrence–RRO

A different way of thinking about roll reduction is by considering the reduction
of occurrence of the event in which the roll exceeds a certain value [46]. As
we have seen in Section 4.2, the roll motion of a ship can be described using a
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Fig. 7.1. Illustration of statistics of maxima of a narrow banded Gaussian process.

linear system to represent the hull response to the wave excitations, and these
excitation be considered realisations of a narrow-banded Gaussian stochastic
process—seakeeping assumption. Then, due to linearity, the roll motion itself
can be considered a narrow-banded Gaussian stochastic process. For these
type of processes, it can be shown that the probability of maxima is well
approximated by a Rayleigh pdf —see [186, 182]. If we denote the maxima
of a realization of roll angle by φ̄i, as illustrated in Figure 7.1, then, the
probability of exceeding certain value of roll angle φ� is given by

Pr[φ̄ > φ�] =
∫ ∞

φ�

φ̄

m0
φ

exp

(
− φ̄2

2m0
φ

)
dφ̄ = exp

(
− (φ�)2

2m0
φ

)
, (7.3)

where the integrand is the so-called Rayleigh pdf. From this, for example, it
is easy to see that roll angles exceeding twice the significant roll amplitudes
(2φSSA = 4

√
m0

φ) occur with probability 0.1, i.e. these are still quite probable.
By interpreting probability as frequency of occurrence, the values given

by Equation (7.3) multiplied by 100 can be taken as the percentage of time
in which the roll angle exceeds a given value during of the vessel’s mission or
time during which data are recorded. Then, the Reduction of Probability of
Roll Peak Occurrence–RRO can be defined as

RRO(φ�) = 100
(

1 − Pr[φ̄s > φ�]
Pr[φ̄u > φ�]

)
= 100[1 − exp

(−F (φ�)2
)
],

(7.4)

F =
1

(m0
φ)s

(
1 − (m0

φ)s

(m0
φ)u

)
, (7.5)
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where (m0
φ)s corresponds to the variance of roll motion for the stabilised ship

and (m0
φ)u to that of the unstabilised ship.

The above should be interpreted as follows: for a given threshold angle φ�,
the probability of occurrence of maximum roll angles exceeding φ� is reduced
by RRO%. This figure can be particularly useful to estimate the advantages
of incorporation a stabiliser in case of missions or machinery than can only
be used if the roll angle does not exceed certain values. To illustrate the use
of RRO, let us consider the data from sea trials of a motor yacht reported in
[229]. From these data, the following statistics were obtained:

• (m0
φ)u = 46.25 deg2 unstabilised,

• (m0
φ)sr = 15.5 deg2 stabilised by rudder only,

• (m0
φ)sf = 5.5 deg2 stabilised by fins only.

In the upper plot of Figure 7.2, we can see the PDF of maxima fitted to the
data obtained during the trial for the cases of no stabiliser active, rudder only
and fins only. In the middle plot, we can see the probability of exceeding a
maximum angle according to (7.3), which multiplied by 100 can be interpreted
as the percentage of time the peak angles will be exceeded during the ship’s
mission. Finally, in the lower plot, we can see the RRO according to (7.4).

For this example, the RSR = 42% (RMS, SSA and DSA) for the case of
rudder stabilisers and RSR = 66% (RMS, SSA and DSA) for fin stabiliser.
From the last two plots it can be said, for example, that maximum roll angles
exceeding 5deg occur with a probability of 0.58 (or 58% of the time) with no
stabiliser, while only 0.19 (or 19% of the time) with rudder stabilisers, and
0.0123% (or 1.23% of the time) with fin stabilisers. Hence, the probability
of occurence of roll peaks of 5deg is reduced by 67% for the case of rudder
stabiliser, and 99% for the case of fin stabilisers.

As we can see the figures can be completely different, and the use of
one method or the other ultimately depends on how the desired performance
is specified. Although the RRO is a very useful index, it could be counter-
intuitive if not interpreted properly. Indeed, from the lower plot in Figure 7.2,
one could be led to think that as the threshold angles increase, the stabiliser
performs better. However, one must also take into account that the events
of exceeding high threshold angles will occur with very low probability and
hence the calculated reduction becomes unreliable [46].

7.0.4 Increase in Percentage of Time Operable—IPTO

To address the problems mentioned above, a comprehensive assessment of
the merit of a stabiliser can be obtained by using the increase in Percentage
of Time Operable (PTO) resulting from the so-called seakeeping analysis.
This index is interpreted as the percentage of time the ship remains fully
operative according to prescribed requirements and all the expected sea states
and sailing conditions.
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Fig. 7.2. Example of use of RPO for a motoryacht in irregular beam seas at 9kts.
Example adapted from van Gunsteren [229].

To understand how the PTO is obtained, we need to describe briefly how
the seakeeping analysis works. This analysis assesses or predicts how a vessel
behaves in waves by calculating (or measuring) ship motion in different condi-
tions and comparing the motion or motion-dependent indexes with levels that
are deemed satisfactory for the particular missions. This can be separated into
three steps:

1. Define the speed profile and the sea environment for each mission per-
formed by the vessel. The speed profile is the set of speeds at which the
mission is performed and their associated probabilities (interpreted as the
percentage of time normally spent at each speed). The sea environment
is defined by the long- and short-term statistics of the ocean waves (see
Chapter 2).

2. Determine the statistics of the motion (e.g. roll, pitch and yaw angles and
accelerations, vertical velocities and accelerations) for each combination
of speed, heading and sea environment. These are determined via
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numerical methods or from analysis of data recorded in sea trials.

3. Evaluate performance indexes (PI) and compare them with operability
limits (OL) that are deemed satisfactory for the particular missions. For
example, Table 7.1 shows some common performance indexes and their
generic associated limits for a navy vessel in transit operations.

Table 7.1. Example of performance indexes and limits for a navy vessel in transit
operations—adapted from [185] and published with permission of the Director of
Navy Platform Systems (DNPS), Department of Defence, Australia. (The indices
that have no limits associated are not considered of significant importance for this
particular mission—however, these limits may significant for other missions.)

Performance Indexes (PI) Operability limits (OL)

Motion sickness Incidence at the bridge 20% after 4 hours.
Motion induced interruptions at bridge 1 per minute.
Bow slamming 20 per hour.
Propeller emergence 90 per hour.
Deck wetness front deck 30 per hour.
Deck wetness quarter deck 30 per hour.
Vertical displacement NA m SSA
Vertical acceleration NA m/s2 SSA
Lateral Force estimator NA N/Kg SSA
Roll NA deg SSA
Pitch NA deg SSA
Yaw NA deg SSA

The comparison between the values of the performance indexes and the
limits established for the mission is often characterised by the PTO. For one
mission, this can be obtained as indicated in the following steps:

1. The performance indexes (PIn) (for example, as indicated in Table 7.1
i.e. PI1—motion sickness index, PI2—motion induced interruptions,
etc.) are calculated using ship motion data for each combination of speed,
heading, and sea environment.

2. For each combination of speed, heading, and sea state, a single
parameter—Weighted Operability WO—is calculated as

WO =
∑

n

cn op(PIn, OLn),

where the coefficients cn weigh the relative importance of the different
indices for the particular mission, and the function op(·, ·) takes values in
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[0, 1] depending on the value of PIn with respect to its associated operabil-
ity limit OLn. Figure 7.3 shows two typical ways of defining op(PIn, OLn).

opop

1

1

1

1

0.5 2 PI
OL

PI
OL

Fig. 7.3. Two examples of operability weighting function.

3. The PTO is then calculated as

PTO = 100
∑

i,j,k,m

Pr{speedi} Pr{headingj} Pr{Tk,H1/3m
}WOi,j,k,m,

where Pr{·} denotes probability, and Pr{·, ·} joint probability. The pa-
rameters Tk and H1/3m

are the various wave periods and significant wave
heights.
The PTO can also be specified as a function of the significant wave height:

PTO(H1/3) = 100
∑

i,j,k,m

Pr{speedi} Pr{headingj}

Pr{Tk|H1/3m
}WOi,j,k,m,

where Pr{·|·} denotes conditional probability.

The improvement in operability due to the presence of the stabiliser can
then be assessed via the increment in the PTO, i.e.

IPTO = (PTOs − PTOu). (7.6)

Another way of assessing the improvement in the ability of the vessel to
accomplish its mission due to the presence of the stabiliser is to compare the,
so-called, operability diagrams for the stabilised and unstabilised vessel. Along
with the PTO, it is also common to plot the criteria exceeding using a polar
grid system. For example, Figure 7.4 shows the criteria plot or operability
diagram for a naval vessel during an anti-submarine warfare mission presented
by Crossland [56, 57]. On the left-hand side we can see the operability diagram
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Fig. 7.4. Operability diagrams for a naval vessel performing an anti-submarine
warfare mission in the North Atlantic—left plot unstabilised; right plot stabilized.
Adapted from [56] and published with permission of the author, c© Crown Copy-
right/MOD.

for the unstabilised case, while the stabilised case is on the right-hand side.
The concentring circles represent different wave heights, while the radial lines
represent the main direction of wave propagation with respect to the encounter
angle. The shaded area lies on the combination of wave height and wave
direction at which none of the performance indices exceeds its limit value.
We can appreciate in this example that there is a significant increase in the
maximum wave heights at which the vessel can perform the mission due to the
stabiliser. This figure also shows information about the performance indexes
that limit the operability for each heading. We can see that from following
seas (0 deg) to bow seas (135 deg) high rolling angle is the main factor limiting
the ability of this vessel to accomplish its mission.

The use of IPTO represents an overall performance increment due to the
stabiliser; and therefore, it is a key element to evaluate the cost-benefit of
including it. For the example discussed above, Crossland reports a IPTO =
14%, while Andrew et al.[5] reports a IPTO = 20%. Baitis and Schmidt, [15],
give the approximate rule of thumb that 40% of roll angle reduction RMS can
result in a navy vessel being able to sustain its operability to one sea state
higher.

Due to the large amount of computations required (typically between 1000
and 10,000 combinations of speed, heading and sea environment), the use of
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this method to assess the performance has not been extensively reported in
the literature, except for a few cases; namely, [5, 15, 16, 56, 135, 136].

7.1 Seakeeping Indices Affected by Roll

For the designer of a stabiliser control system, the seakeeping analysis has
implications for the specifications of the control system. Indeed, since the
performance of the ship is usually assessed via seakeeping performance indices,
it is then natural to try to minimize the impact of roll on these indices.

Until the beginning of the 1980s, the only seakeeping criterion used to
judge the rolling of the ship and the performance of its crew was the RMS
value of roll angle [152]—typical limit for a warship was 6 deg RMS. A step
towards improving this prediction was made by Baitis et.al. [16, 13] when they
introduced the so-called Lateral Force Estimator (LFE) and Motion Induced
Interruption (MII) performance indices.

The LFE is the lateral acceleration parallel to the deck. This, as an index
to evaluate both crew and equipment performance, is more realistic than just
the rolling angle. The roll angle is the same for the whole ship; however, the
local accelerations vary from location to location, and the LFE accounts for
this effect. For example, Sellars and Martin [198] refer to a case of the air-
craft carrier USS Midway reported by Ricketts and Gale [188], in which only
the value of rolling angle less than 5 deg SSA1 was specified as a seakeep-
ing criterion. Hull modifications made to this ship increased the transverse
metacentric height and thus reduced the natural rolling period. The final ship
design met the 5 deg SSA specification, but the ship became so stiffthat high
lateral accelerations induced by roll motion resulted in unsafe handling of air-
craft on the flying deck. Regarding human performance, the results reported
by Monk [152] suggest that the ability of a crew performing tasks would be
reduced by 50% due to lateral acceleration of 0.07g, while 25-30% by a roll
angles of 6 deg RMS. This indicates that lateral accelerations can be more
harmful than roll angles.

The MII as a human performance index is even more realistic than the
LFE. This is because the MII index takes into account not only the lateral
but also the apparent vertical accelerations. Another index commonly used in
seakeeping affected by roll is the Motion Sickness Incidence (MSI). This is
an indicator of the percentage of crew who would become sick as result of the
exposure to ship motion. This index depends on vertical accelerations, and
then roll becomes important for locations away from the centre line of the
vessel. We next describe how to obtain the indices mentioned above and how
roll affects them.

1Single Significant Amplitude: twice the RMS value.
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7.1.1 Lateral Force Estimator—LFE

The LFE is the apparent lateral force per unit mass (acceleration) parallel
to the deck in the athwartship direction at a particular location of interest.
This index is often evaluated at locations that require manual work on deck
or where equipment is stowed. Regarding operability limits, the seakeeping
standard of the Royal Australian Navy [185], for example, requires LFE limits
for some task with values varying from 0.05 g (on the flying deck for aircraft
carriers) to 0.7 g (at the points for missile re-loading). In Faltinsen [63], values
in the range of 0.03 g to 0.1 g are considered for more generic tasks.

To find the LFE, let us consider the following frames: h-frame, b-frame
(both defined in Section 3.1), and a new body-fixed frame, the x-frame, fixed
to the ship at the location of the center of gravity of a person (or a piece of
equipment)—see Figure 7.5.
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Fig. 7.5. Lateral force estimator and apparent lateral forces due to ship motion.

Let the velocity vector

νx �
[
vx

ox

ωx
nx

]
≡ [ux, vx, wx, px, qx, rx]t (7.7)

describe the linear velocity of the point ox in the x-frame and relative angu-
lar velocity between the x- and the n-frame. Then, the LFE is the second
component of the negative of the time derivative of νx, i.e.

LFE � (ν̇x − gx)2, (7.8)
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where the notation (·)i refers to the i-th component of the vector argument,
and if we define g � [0, 0, g]t in the n-frame, then

gx = Rx
n(Θnx)g. (7.9)

The variables (7.7) can be obtained from the velocity vector ν given in the
b-frame:

νx = H(rb
ox

)ν, (7.10)

with the screw transformation H(λ) given in (3.30). Hence, the LFE can be
computed from

LFE = (H(rb
ox

)ν̇ − gx)2 = v̇ − zb
ox

ṗ + xb
ox

ṙ − [cos(θ) sin(φ)]g,

≈ v̇ − zb
ox

ṗ + xb
ox

ṙ − φg
(7.11)

Alternatively, the LFE is often computed using the seakeeping coordinates
(3.7). Using a transformation similar to (3.38), we can express

ξ̇ = J−1
δ (Θhx, rx

ōh
)δνx. (7.12)

If we expand the this kinematic transformation, consider small angles, assume
a slender ship (so the components 1,3,5 can be decoupled from 2,4,6) and keep
only the linear terms, we obtain

ξ̇1 ≈ δux + zx
ōh

δqx − yx
ōh

δrx (7.13)

ξ̇2 ≈ δvx + xx
ōh

δrx − zx
ōh

δp + Uδψ (7.14)

ξ̇3 ≈ δwx + yx
ōh

δpx − xx
ōh

δqx − Uδθ (7.15)

ξ̇4 = δpx (7.16)

ξ̇5 = δqx (7.17)

ξ̇6 = δrx. (7.18)

By taking the time derivative, we obtain

ξ̈1 = ˙δu
x

+ zx
ōh

δ̇q
x − yx

ōh
δ̇r

x
(7.19)

ξ̈2 = δ̇v
x

+ xx
ōh

δ̇r − zx
ōh

δ̇p
x

+ Uδr (7.20)

ξ̈3 = ˙δw
x

+ yx
ōh

δ̇p
x − xx

ōh
δ̇q

x − Uδqx (7.21)

ξ̈4 = δ̇p
x

(7.22)

ξ̈5 = δ̇q
x

(7.23)

ξ̈6 = δ̇r
x
. (7.24)

From (7.20), it follows that
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LFE ≈ ξ̈2 + zx
ōh

ξ̈4 − xx
ōh

ξ̈6 − Uξ̇6 − ξ4g. (7.25)

Expression (7.11) is convenient to calculate the LFE from measurements
taken on board, because it is expressed in terms of the body-fixed coordi-
nates. Expression (7.25), on the other hand, can be used to calculate the LFE
response amplitude operator LFE-RAO using the MRAO, and then estimate
the statics of the LFE by combining the LFE-RAO with the sea spectrum
[94]. This is the approach used by standard seakeeping programs.

7.1.2 Motion-induced Interruptions–MII

A motion-induced interruption MII is an incident where ship motions cause
a person, who is standing up, to loose balance resulting in stumble [13, 16].
This often results in interruptions of the tasks being performed by the person.
These events can be predicted using the apparent accelerations normal and
parallel to the deck given. Theapparent weight per unit of mass WA, is given
by

WA � (−ν̇x + gx)3. (7.26)

which is positive downwards in the persons-fixed x-frame—see Figure 7.6.

LFE

WA

µ WA

CGP

Fig. 7.6. Sliding moment to port due to apparent forces.

Therefore, the WA can be calculated in terms of the body-fixed coordinates
ν as

WA = −ẇ − yb
ox

ṗ + xb
ox

q̇ + [cos(θ) cos(φ)]g,

≈ −ẇ − yb
ox

ṗ + xb
ox

q̇ + g,
(7.27)
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Alternatively, the linear approximation in terms of the seakeeping coordinates
δη is given by

WA ≈ −ξ̈3 + yx
ōh

ξ̈4 − xx
ōh

ξ̈5 − Uξ̇5 + g. (7.28)

The conditions for sliding are

LFE > µ WA (slide to port)
LFE < −µ WA (slide to starboard)

(7.29)

where µ is the static friction coefficient. Typical values of µ are 0.2 for wet
deck and 0.7 for dry deck.

By replacing the expressions for the LFE, i.e. either (7.11) or (7.25),
and the expressions for the WA, i.e. either (7.27) and (7.28), into the sliding
conditions (7.29), we obtain an expression of the form

fsl.p > µ g (slide to port)
fsl.s < −µ g (slide to starboard).

(7.30)

For example, using (7.11), and (7.27), in the port sliding condition of (7.29),
we obtain

v̇ − zb
ox

ṗ + xb
ox

ṙ − φg > µ(−ẇ − yb
ox

ṗ + xb
ox

q̇ + g), (7.31)

from which it follows that the expression for fsl.p (as a function of b-frame
coordinates) is

fsl.p = v̇ − zb
ox

ṗ + xb
ox

ṙ − φg − µ(−ẇ − yb
ox

ṗ + xb
ox

q̇). (7.32)

Similarly, the conditions for tipping is obtained by calculating the moments
about the foot of a person standing facing towards the stern or the bow.
Indeed, a person will tip to port if the moment due to the apparent lateral
acceleration at person’s center of gravity is greater than the moment due to
the apparent weight [136]:

hLFE > l WA (tip to port)
hLFE < −l WA (tip to starboard),

(7.33)

where h represents the height of the persons center of gravity and l half of
the persons stance—see Figure 7.5. Typical values are h=0.9 m and l=0.23 m
[94]. The quotient l/h is called the tipping coefficient—which is often taken
as 0.25. Then expressions similar to (7.30) can be obtained for tippling

ftip.p >
l

h
g (tip to port)

ftip.s < − l

h
g (tip to starboard).

(7.34)
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If a magnitude x is Gaussian and narrow-banded, the number of times a
threshold level L is exceeded during the period TT is given by [94, 136]

M =
TT

Tz.x
exp

[ −L2

2var[x]

]
, (7.35)

The variable Tz.x in (7.35) is the average zero-crossing period of the x, which
is given by

Tz.x = 2

√
var[x]
var[ẋ]

. (7.36)

Using these results, the the total number of motion induced interruptions per
minute can be estimated as

MII =
60

Tz.sl.p
exp

[ −(µg)2

2var[fsl.p]

]
+

60
Tz.sl.s

exp
[ −(µg)2

2var[fsl.s]

]
+

60
Tz.tip.p

exp
[ −(lg/h)2

2var[ftip.p]

]
+

60
Tz.tip.s

exp
[ −(lg/h)2

2var[ftip.s]

] (7.37)

It should also be noted, as commented by Lloyd [136], that the theory con-
sidered above assumes that the person is a rigid body; hence, the person will
not make any attempt to modify his or her position to prevent tipping or
sliding. In practice, a person will modify his or her position so as to prevent
these events. This, however, is also considered an MII, since attention from
the task at hand must be diverted. Then, the MII index is a good estimator
of crew performance.

7.1.3 Motion Sickness Incidence—MSI

Seasickness is believed to be caused by a combination of amplitude and fre-
quency of vertical accelerations and the time of exposure [170]. The theories
of motion sickness agree that the main contribution to this effect is sensory
conflict triggered by either or both of the following effects [51]:

• Visual-inertial conflict. The motion perceived via visual stimulus is
different from the motion perceived by the inner ear.

• Canal-otolith conflict. In the absence of visual stimulus, the mo-
tion perceived by the angular motion sensors (semicircular canals of
the inner ear) is different from the motion perceived by the lin-
ear motion sensors (the otolith organs also in the inner ear: utri-
cle and saccule)—see, for example, Chicago Dizziness and Balance
(http://www.dizziness-and-balance.com/cdb/index.htm)
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Here, we will refer to the work of Colwel [51]. In this work, a formula for
prediction of initial motion sickness in the naval environment was presented,
which extends the work of O’Halon and McCauley [169] and McCauley et al.
[149] by considering a generic time of exposure:

MSI = 100 erf(za) erf(zt); (7.38)

where
erf(z) =

∫ z

−∞
exp(−1

2
υ2) dυ, (7.39)

za = 2.128 log10(avert) − 9.277 log10(f) − 5.809 log10(f)2 − 1.851;

and
zt = 1.134 za + 1.989 log10(T ) − 2.904

In these formulae, avert is the RMS value of the vertical uni-modal accel-
eration expressed in units of g, f is the frequency in Hz, and T is the time
of exposure in minutes. The MSI as defined above yields an estimate of the
percentage of crew who will vomit after a exposure of T minutes to the given
motion. The NATO seakeeping standard, STANAG [157], recommends a limit
value of 20% after 4 hours for naval vessels.

The above formulae are valid for pure sinusoidal motion. The experiments
reported in O’Halon and McCauley [169] and McCauley et al. [149] were
performed using sinusoidal vertical motion. To apply the above to a more
realistic ship environment, Lloyd [135, 136] recommends using the average
magnitude of the vertical acceleration and the average frequency of the vertical
displacement peaks, all given in the m-frame:

avert = 0.798
√

var[ξ̈3] f =
2π√

var[ξ̈3]/var[ξ̇3])
. (7.40)

There are other ways of specifying the MSI index as a function of the
motion of the ship. We have only reviewed the method that we believe gives
the most flexibility to calculate MSI. For other methods, see, for example, [67]
and references therein.

7.2 Implications for Stabiliser Control System Design

The most important aspect of our discussion in this chapter is that, in regard
to roll motion, not only the rolling angle but also the rolling acceleration are
important for good ship performance, and also that these specifications may
vary with the particular mission performed by the vessel.

The consequences of ignoring the specification of reducing acceleration in
stabiliser control system design make the stabiliser unhelpful. As stated by
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Warhust in [231] and also by Monk [152]: “Lateral accelerations caused by
roll-reducing devices may be more harmful to human performance than some
greater amount of roll.” Surprisingly, this point seems to have been overlooked
in the literature of control design for stabilisers. Except for a few cases—see,
for example, [217, 216, 218, 212]—the majority of the work reported in the
literature uses control strategies that seek only rolling angle reduction whereas
accelerations get reduced in an indirect manner. It will then part be of our
aim in this book to investigate the advantage of incorporating acceleration
reduction as a direct control objective.

7.3 Part II Summary and Discussion

This part has introduced the particular problem of ship roll stabilisation. Dif-
ferent methods commonly employed to address this problem were discussed.
The effect of roll on ship performance was also discussed and the methods
used to assess such performance revisited. This provides essential information
to specify objectives for the control system in agreement with the performance
assessment methods—the most important aspect of control system design.

The third part of the book presents a study of performance limitations for
ship roll stabilisers. This, together with the performance material presented
in this chapter, and the models introduced in Part I, provides all the informa-
tion necessary to define the control objectives and address the control design
problem.



Part III

Performance Limitations in Feedback Control
with Application to Ship Roll Stabilisers



8

Linear Performance Limitations

Since the first attempts to use the rudder as a stabiliser, it has been recog-
nised that there are issues that can limit the achievable performance. Indeed,
Carley [42] provided the first feasibility analysis on the use of rudders as roll
stabilisers. In this study, he looked not only at the potential of the rudder
to induce roll—as it had been done by others previously—but also at the
consequences for the steering characteristics of the vessel. Carley investigated
the issues related to the stability of the closed-loop system and the coupling
between roll and heading and frequencies at which roll reduction could be
achieved. This study, together with that of Lloyd [139] recognised that there
are three main issues that can limit the performance:

• Non-minimum phase (NMP) dynamics.
• A trade-off between roll reduction and heading interference.
• Limited rudder motion.

The NMP dynamics appear in the rudder-to-roll response, and as a conse-
quence there is a fundamental limitation in control system design: disturbance
attenuation at some frequencies will result in amplification at other frequen-
cies. This design limitation often affects the performance of typical feedback
controllers which do not incorporate an extra feed-forward mechanism or al-
ternatively adaptation to detect changes in the disturbance frequency. This
limitation poses a trade-off between reducing the roll at some frequencies and
roll amplification at others, which can be interpreted as a robustness issue
related to the knowledge of the frequency of the wave induced motion—the
disturbance. The second issue that can limit the performance is underactua-
tion, i.e. there is one control action (rudder force) to achieve two objectives:
roll reduction and low heading interference. The ability to achieve these ob-
jectives is related to the shape of the hull, the location of the rudder, and the
frequencies at which the wave-induced roll has energy. Finally, the third issue
is related to limits on the control action.

This chapter focuses on the first two issues, and analyses the fundamental
performance limitations associated with the dynamics of the ship and the
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characteristics of the disturbance. This analysis will be done within linear
deterministic and linear stochastic frameworks. We will start by studying the
problem as simple Single Input Single Output (SISO) feedback control system,
and then extend our study to a Single Input Two Output (SITO) system.
Through this studies, we will gain valuable insight into the main issues of RRS
control design, and show how to obtain a benchmark to compare performance.
The latter naturally leads to the question of applicability of rudder stabilisers
for different types of ships, which will be also discussed in this chapter. In
Chapter 9, we will incorporate the constraints associated with limited control
action into the analysis.

8.1 Introduction to Fundamental Limitation in Feedback
Control Systems

Performance limitation analysis is an important part of any control system
design process. This analysis reveals, a priori, whether the control objectives
are achievable or not and whether there are fundamental or unavoidable de-
sign trades-offs. These limitations and trade-offs, arise due to dynamic and
structural characteristics of the feedback system, and are expressed in terms
of functions that quantify system performance in various senses. Performance
limitation analysis also has implications in determining applicability, i.e. in
deciding whether a particular control structure or strategy is worth applying
to a particular problem. In cases where the desired performance is unachiev-
able, the result of this analysis may suggest how the system can be rearranged
(by adding sensors and actuators, or even by re-designing the controlled sys-
tem) so as to relax the trade-offs.

Performance limitation analysis generally yields results that can be clas-
sified into the following two groups:

• Limits on performance that hold for all possible designs in a given control
architecture.

• The best achievable performance for a particular scenario.

The first group of results has evolved from the work of Bode during the 1940s
[35]. This has become the foundation of the frequency-domain approach to
the analysis of fundamental limitations in feedback control system design.
The frequency domain approach has, since then, been thoroughly studied
and extended by the work of various researchers, including Horowitz [108],
Freudenberg and Looze [74], and others. The main idea behind this approach
is that the closed-loop transfer functions of a linear feedback system (e.g. the
sensitivity and complementary sensitivity functions) are analytic in the closed-
right hand side of the complex plane if the system is closed-loop stable. This
property, combined with interpolation constraints that must be satisfied at
certain frequencies due to the structure of the feedback loop, leads to integral



8.1 Introduction to Fundamental Limitation in Feedback Control Systems 147

relations, which can be used to quantify fundamental performance limitations
and design trade-offs.

The second group of results is often chosen to be a special case that can be
used as a benchmark against which other more realistic designs are compared.
One of these methods—reviewed in a stochastic form in this chapter—relies
on cheap limiting optimal control. The key idea is that the optimal controller
will attain its best performance if the control effort is not penalized in the
cost function to be minimised. Allowing arbitrarily large control signals is ob-
viously impractical. However, the fact that, if under these conditions, the cost
associated with the optimisation cannot be reduced to zero exposes the pres-
ence of fundamental limitations to any type of controller. This approach has
been extensively studied for linear systems [128, 129, 71, 194, 184, 48] and has
been extended to unconstrained nonlinear systems [201]. Also, a characteri-
sation for stable-SISO systems tracking and rejecting step signals with input
constraints can be found in [176, 177].

Whichever approach is used to study performance limitations, the knowl-
edge of these limitations allows the designer to judge a potential design before
going deep into it. This can save incurring expenses in terms of design time
or effort.

To introduce the topic, let us consider a simple motivation example. Con-
sider the linear feedback system shown in Figure 8.1, in which G(s) is the
transfer function of the plant or system to be controlled, and C(s) is the
transfer function of the controller.

r C(s) G(s)

di do

y
u

n

–

Fig. 8.1. Single-loop output feedback control system.

The scheme shown in Figure 8.1 can be taken as a simplified version of
the block diagram of a control system of a stabiliser. Indeed, under linearity
assumptions, we can consider, for the purpose of analysis, that the wave-
induced motion is an output disturbance. Then, for fin stabilisers, we could
have that

• r is the desired roll angle, i.e. zero.
• y is the roll angle φ and/or its time derivatives.
• do is the wave-induced motion in roll and its time derivatives.
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• di accounts for unmodelled dynamics and other effects diminishing the
control action such as local flows due to the wave-particle orbits.

• u is the desired mechanical angle of the fins.

The double objective of rudder stabilisers can be considered as a single-input
two-output (SITO) problem as illustrated in Figure 8.2. In this case,

• r = [0, ψd]t is the of vector desired roll and yaw angle .
• y = [φ, ψ]t is the vector of roll and yaw angles; this may also include their

time derivatives.
• do = [dφ, dψ]t is the wave-induced motion in roll (and yaw) and its time

derivatives.
• di is similar to the case of fins, accounting for unmodelled dynamics and

other effects diminishing the control action.
• u = αd is the desired mechanical angle of the rudder.

0

ψd

φ

α
αd

Gα(s)

ψ

dφ

dψ

Gφα(s)

Gψα(s)Cψ(s)

Cφ(s)

Fig. 8.2. Simplified rudder stabiliser control scheme

The transfer functions Cφ(s) and Cψ(s) represent the roll and yaw con-
trollers respectively. The transfer function Gα(s) describes the dynamics of
the steering machinery, i.e. it maps the desired rudder angle αd into the ac-
tual rudder angle α. The transfer functions Gφα(s) and Gψα(s) map the actual
rudder angle into the roll and yaw angles respectively.

For ease of exposition, let us introduce the topic of performance limitations
using SISO systems. The same ideas, however, extend to the multivarible case,
and as we will see, conclusions drawn from a SISO analysis are also relevant
to rudder stabilisers.

One way of interpreting the effect of control is by analyzing the properties
of the feedback structure depicted in Figure 8.1 in the frequency domain.
Indeed, using the Laplace transform, we can establish the effect of the different
magnitudes on the output of the system via
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y(s) = T (s)r(s) + S(s)do(s) + Si(s)di(s) + Sn(s)n(s). (8.1)

For the feedback system shown in Figure 8.1, it follows that:

S(s) =
1

1 + G(s)C(s)
T (s) =

G(s)C(s)
1 + G(s)C(s)

Si(s) =
G(s)

1 + G(s)C(s)
Sn(s) =

−G(s)C(s)
1 + G(s)C(s)

.

(8.2)

The transfer function S(s) is called the sensitivity transfer function, and
maps the output disturbance into the output. The function T (s) is called the
complementary sensitivity transfer function, and maps the reference into the
output. The function Si(s) is called the input sensitivity transfer function and
maps the input disturbance into the output. Finally, the function Sn(s) is the
transfer function that maps the measurement noise into the output.

Having defined the sensitivity functions, let us qualitatively discuss the
most basic performance limitations that are associated with the feedback sys-
tem through a simple example.

Example 4 (Perfect control and basic design trade-offs) Perfect con-
trol would be achieved if the output y (variable of interest) followed the ref-
erence r as closely as possible for all frequencies in a desired range Ω (i.e.,
ω ∈ Ω) despite the disturbances present on the system; namely, do, di and n.

This ambitious goal for the design of the controller C(s) can be quantita-
tively stated by the following specifications in the frequency domain:

|S(jω)| ≈ 0, |T (jω)| ≈ 1, |Si(jω)| ≈ 0, |Sn(jω)| ≈ 0 ∀ω ∈ Ω.

However, from the definitions of the sensitivity functions ( cf. (8.2)) it follows
that it is impossible, in general, to satisfy such specifications. Indeed, from
(8.2), we have that

S(s) + T (s) = 1, Si(s) = G(s)S(s), Sn(s) = −T (s). (8.3)

Therefore, for example, it is impossible to reduce the effect of the mea-
surement noise on the output, and at the same time obtain a good tracking
response (making y follow r) because |Sn(jω)| = |T (jω)|. This is a fundamen-
tal limitation associated with the structure of the control system. This could
be alleviated by pre-filtering the measurement. This is just one example of how
to modify the system to relax the limitation.

On the other hand, the algebraic constraint S(s)+T (s) = 1, indicates that
if we reduce |T (jω)| to avoid the influence of the noise n at some frequencies,
then |S(jω)| increases at these frequencies (at any frequency, either |S(jω)|
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or |T (jω)| must be greater or equal to 0.5), and both input and output distur-
bances may affect the output if they have enough energy at these frequencies.
Furthermore, the ability to reject both disturbances depends on the frequency
separation between di(jω) and do(jω) and the plant G(jω). All these are ex-
amples of trade-offs associated with the design. ◦ ◦ ◦
The above motivation example evidences the delicate interplay between the
different parts of the control system, and the basic limitations and trade-offs
the designer usually faces. Note that no particular characteristics of the plant
(e.g. delays, unstable poles and non-minimum phase zeros) were mentioned.
These characteristics and limited control action (constraints imposed by the
actuators) can indeed aggravate the limitations and design trade-offs. For
the case of stabiliser design for displacement ships, the non-minimum phase
characteristic of the plant is one of the main effects imposing limitations on
the performance of the control system.

8.2 Non-minimum Phase Dynamics in Ship Response

The term NMP is commonly utilized in control and electrical engineering
to describe systems otherwise known as systems with inverse response. This
characteristic is exhibited the system has unstable zero dynamics [112], which
for a linear system results in zeros on the open right-hand side of the complex
plane (C+). To illustrate the effect of a NMP zero on the response, consider a
system G(s), in Figure 8.1, with a positive real zero at s = q. Then the Laplace
transform of the output response of the closed loop system to a positive step
reference input is

Y (s) = T (s)
1
s
.

It follows from the definition of the Laplace transform that

Y (s) =
∫ ∞

0

e−sty(t)dt = T (s)
1
s
. (8.4)

Since the zero q is in the region of convergence of the above integral, and
the zeros of G(s) are also the zeros of the complementary sensitivity1 T (s), it
follows that ∫ ∞

0

e−qty(t)dt = T (q)
1
q

= 0. (8.5)

The exponential term e−qt in (8.5) is always positive for t ∈ [0,∞); therefore,
this integral implies that the output y(t) must change sign to balance the
area under the curve of e−qty(t). This is usually observed as an initial inverse

1The zeros cannot be moved by feedback and we assume no unstable pole-zero
cancellation between the controller and the plant. Therefore the NMP also appears
in the complementary sensitivity function.
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response, i.e. if the final value of y(t) due to the step input is positive, then
the initial response will be negative and vise versa. It also follows from the
integral (8.5) that the closer the zero is to the imaginary axis, the larger will
be the initial inverse response. This is because there will be more positive area
to compensate due to the exponential decaying at a slower rate with t when
q becomes smaller.

The NMP characteristic of a physical dynamic system often arises from
the interaction of opposite fast and slow dynamic effects. This can be seen in
the following. Let us follow our simple example with one zero s = q > 0, and
factorize the closed loop system as follows:

T (s) =
N(s)(1 − q−1s)

D(s)
=

N(s)
D(s)︸ ︷︷ ︸
T1(s)

− N(s)q−1s

D(s)︸ ︷︷ ︸
T2(s)

. (8.6)

In this expression, we see that the response of the system can be represented
by the interaction of two systems; namely T1 and T2, whose responses oppose
each other. Also, we can see that T2 has an extra s in the numerator, which
will result in a larger bandwidth for T2 having a faster response than T1.

In a displacement ship, the roll response to the rudder command generally
presents NMP characteristics. Figure 8.3 shows a simulation example of roll
response to a step-like change in rudder angle to make a port turn (left turn)
in calm water. In this figure we can see the initial inverse response, which
is due to the rudder-induced force Yrudder. The roll response to this rudder
command is fast because of the smaller moment of inertia and damping in roll
with respect to that in yaw. Since the rudder also produces a yaw moment (the
main function of the rudder), the ship will eventually start to turn. However,
the dynamics associated with the yaw motion are usually slower than those
of roll due to the larger moment of inertia and damping. Once there exists
a rate of turn, a reaction force Yhyd is induced due to hydrodynamic effects.
This force is larger than that produced by the rudder and is the main force
producing the turn [133]. Also, as depicted in Figure 8.3, this force produces
a roll moment opposite and larger to that induced by the rudder. Figure 8.4
depicts the latter effect of the heel angle attained due to the rate of turn of a
frigate performing a port turn similar to that shown in Figure 8.3.

The rest of the oscillations in the roll response depicted in Figure 8.4
appear due to a pair of complex conjugate poles on the rudder-to-roll response.
These poles are attributed to the inertia, restoring forces and hydrodynamic
damping associated with the roll motion.

From the linear manoeuvring model (low-frequency model) given in Sec-
tion 4.3.4, we can find the rudder-to-roll and rudder-to-yaw transfer functions,
which are of the form
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Fig. 8.3. Roll dynamics during a turn to port. From [173].

Gφα(s) =
Kroll(q1 − s)(q2 + s)

(p1 + s)(p2 + s)(s2 + 2ξφωφs + ω2
φ)

Gψα(s) =
Kyaw(q3 + s)(s2 + 2ξqωqs + ω2

q )
s(p1 + s)(p2 + s)(s2 + 2ξφωφs + ω2

φ)

(8.7)
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φ > 0

Fig. 8.4. Steady heel angle during a port turn of a Naval vessel. ( c©Crown Copy-
right/MOD. Reproduced with the permission of the Controller of Her Majesty’s
Stationery Office, United Kingdom.)

Figure 8.5 shows the frequency responses, and Figure 8.6 shows the poles
and zeros of these transfer functions for the benchmark example at two speeds.
From Figure 8.6, we see that the location of the NMP zero q1 in (8.7) is affected
by the speed. We can also see from this figure that the damping of the complex
poles in the roll response increases with the speed.

If we isolate the roll from all other motion components, what is left is a
second-order system (only the resonant poles in Figure 8.6). This second-order
approximation is of the form

Gφα(s) ≈ φ(s)
τα4(s)

=
Kτω2

φ

s2 + 2ξφωφs + ω2
φ

, (8.8)

where τα4(s) is the roll moment induced by the rudder and the non-
dimensional damping coefficient ξφ is given by

ξφ =
Kp

2
√

ρg∇GMt(I44 − Kṗ)
, (8.9)

and the roll natural frequency is

ωφ =

√
ρg∇GMt

I44 − Kṗ
, (8.10)

and the low frequency gain is
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Fig. 8.5. Frequency response for the rudder-to-roll and rudder-to-yaw responses.

Kτ =
1

ρg∇GMt
. (8.11)

The roll damping coefficient ξφ is typically between 0.1 and 0.2, and thus
the response oscillates.

As we shall see in the rest of this chapter, the presence of NMP dynamics,
in general, limits the performance of the control system. The behaviour of a
particular ship depends on the location of the centre of gravityv(LCG,VCG—
see Figure B.2), location of the rudder relative to the centre of gravity, and
also the hydrodynamic characteristics of the hull, i.e. roll-sway-yaw couplings.

We will return to this when we specifically analyze the applicability of
rudder stabilisers in a later section. We will next proceed with the introduction
of the tools for such analysis.

8.3 Deterministic SISO Performance Limitations of RRS

To understand the basic limitations imposed by the NMP dynamics of the
rudder-to-roll response, we will first study the problem as a simple Single In-
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Fig. 8.6. Poles and zeros of the transfer function for the rudder-to-roll and rudder-
to-yaw responses for two speeds: 20kt–big; 10kt–small.

put Single Output (SISO) control problem. Despite, the limited applicability,
and simplistic view of a SISO rudder roll stabiliser (because the heading is
ignored), the results of the analysis will serve to draw important conclusions
valid for more realistic control objectives.

8.3.1 Sensitivity Integrals–Frequency Domain Approach

For SISO-NMP systems, we have the following integral constraint [74]:

Theorem 8.1 (Poisson Integral for Sensitivity Function—SISO
Case). Consider the feedback system shown in Figure 8.1, and let S(s)
be the sensitivity function defined in (8.2). Assume the open loop system
L(s) = G(s)C(s) has a set of poles {pi : i = 1, . . . , np} ∈ C+ (open right
hand side of the complex plane). Then L(s) can be factorized as

L(s) = L̃(s)B−1
S (s),
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where L̃(s) is a proper rational transfer function with no poles in C+, and the
all-pass factor or Blaschke product given by

BS(s) =
np∏
i=1

pi − s

pi + s
.

Provided the closed loop system is stable, then for each zero q = σq +jωq ∈ C+

(open right hand side of the complex plane) of L(s), the following integral
constraint holds:∫ ∞

−∞
ln |S(jω)| σq

σ2
q + (ωq − ω)2

dω = π ln |B−1
S (q)|. (8.12)

Proof. See [89, 199] �

This result represents a weighted balance of area under the curve of
ln |S(jω)|. If, for simplicity, the open-loop system is stable, then the right-
hand side of (8.12) is zero. This means that if the output disturbance is to
be attenuated, i.e. ln |S(jω)| < 0 (or equivalently |S(jω)| < 1) in a range
of frequencies ω ∈ Ω, then there must be amplification of disturbances at
frequencies outside Ω, i.e. for ω /∈ Ω, ln |S(jω)| > 0 (or |S(jω)| > 1) so the
area balance is zero. Furthermore, due to the weighting factor in the above
integral, this balance of area has to be achieved over a limited band of frequen-
cies, which depend on the position of the MNP zeros. For example, Figure 8.7
shows the form of the weighting function for a real NMP zero. In the case of
unstable systems, the trade off is worse because the right-hand side is positive.

ω

1
σq

1
2σq

σ2
q

Fig. 8.7. Weighting function of the sensitivity integral constraint.

Let us see what implications the above result have in the design of a control
system. Consider a stable system G(s) with a real NMP zero q. Then, for an
interval [ω1, ω2] with ω2 > ω1 > 0, let us consider the integral of the weighting
function, i.e.,
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Θq(ω1, ω2) =
∫ ω2

ω1

q

q2 + ω2
dω

= arctan
ω2

q
− arctan

ω1

q
.

(8.13)

Now, suppose that the feedback loop is to be designed to achieve

|S(jω)| ≤ α1 < 1 , ∀ω ∈ Ω1 = [ω1, ω2]. (8.14)

Dividing the range of integration in (8.12), and using the inequality (8.14)
and also the fact that |S(jω)| ≤ ‖S(jω)‖∞ for all ω, we obtain that

lnα1 Θq(ω1, ω2) + ln ‖S(jω)‖∞ [π − Θq(ω1, ω2)] ≥ 0. (8.15)

By exponentiating both sides of (8.15), it then follows that

‖S(jω)‖∞ ≥
(

1
α1

) Θq(ω1,ω2)
π−Θq(ω1,ω2)

(8.16)

Thus, the right-hand side of (8.16) is a lower bound on the sensitivity peak.
It is immediate from (8.16) that the lower bound on the sensitivity peak
is strictly greater than one: this follows from the fact that α1 < 1 and
Θq(ω1, ω2) < π. Furthermore, the more the sensitivity is pushed down, i.e., the
lower is α1, and the bigger is the interval [ω1, ω2], then the bigger ‖S(jω)‖∞
will be at frequencies outside that interval.

Expression (8.16) can also be used to analyse the worst location of the
interval [ω1, ω2] of sensitivity reduction with respect to the NMP zero. This
occurs at the logarithmic average of the frequencies ω1 and ω2, i.e.

q =
√

ω1 ω2. (8.17)

Expression (8.16) does not give any indication about the location of the
‖S(jω)‖∞, i.e. the frequency at which this maximum is located. However,
for robustness purposes and high-frequency noise rejection, it follows from
(8.2) that it is necessary to constrain the complementary sensitivity |T (jω)|
at high frequency. This can be characterised by the following constraint:

|T (jω)| ≤ α2 < 1 ∀ω ∈ Ω3 = [−∞,−ω3] ∪ [ω3,∞]. (8.18)

Note that (8.18) implies |S(jω)| ≤ 1 + α2, ∀ω ∈ Ω3. Therefore, using this
additional information, and following a similar procedure as above, we obtain

‖S(jω)‖∞ ≥
(

1
α1

) Γq(ω2)−Γq(ω1)
Γq(ω3)+Γq(ω1)−Γq(ω2)

×
(

1
1 + α2

) π−Γq(ω3)
Γq(ω3)+Γq(ω1)−Γq(ω2)

(8.19)
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where, Γq(ωi) = arctan ωi−ωq

σq
, for i = 1, 2, 3. From this last expression it is

clear that the lower the bandwidth of T (s) and the smaller α2, the bigger the
contribution to the lower bound on ‖S(jω)‖∞, and more importantly, that
the maximum sensitivity peak will be in the range of frequencies

ΩM = (0, ω1) ∪ (ω2, ω3) (8.20)

Figure 8.8 shows a schematic of the situation described above. This type of
result is typical of classical linear controllers, PID and H∞—see [199].
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Note that the results discussed above are very general; the only thing we
have asked from the controller is to be stabilising, i.e. be designed such that
the closed loop is stable.

The above description of the disturbance attenuation problem has been
formulated from a deterministic point of view. The use of frequency response is
particularly attractive to consider sinusoidal disturbances. The result depicted
in Figure 8.8 can be interpreted as a robustness trade-off with respect to the
knowledge of the frequency of the disturbance. Indeed, if the frequency of the
disturbance were known exactly, the sensitivity could be reduced to zero (in
theory because no input constraints or limits apply in the above analysis).
For example, we could use the Internal Model Principle (see [89]) to design a
controller that completely rejects that sinusoidal disturbance. However, if the
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frequency of the disturbance is not known exactly or the disturbance energy is
distributed over a range of frequencies, the reduction of the sensitivity should
be considered over that range of frequencies. The price to pay for doing this
is an increase of sensitivity outside this range of reduction, and the risk of
disturbance amplification if the disturbance is indeed outside the reduction
range.

The above discussion evidences limitations of controllers that seek large
sensitivity reduction at a range of frequency when there is a NMP zero and
uncertainty about the actual frequencies of the disturbance. From the above
analysis, it follows that this becomes particularly critical when the reduction
is sought close to the frequency of an MNP zero. We will next see how this
affects the design of RRS.

8.3.2 Performance Trade-offs of Non-adaptive Feedback
Controllers for RRS

If one designs a fixed controller for a rudder roll stabiliser, there is the risk that,
for some sailing conditions and sea states, the disturbances have significant
energy in the frequency ranges where roll is amplified. This is more likely to
happen in quartering sailing conditions for which low encounter frequencies
result—see Section 2.3. In Figure 8.8 this would mean having a disturbance
with significant energy at frequencies below ω1.

This limitations have been recognised since the first attempts to use rudder
stabilisers were made—see [42, 139]. The analysis of performance limitations
due to the NMP zero of rudder-based stabilisers using the Poisson integral
formula, cf. (8.12), was first presented by Hearns and Blanke [100, 101].

In Chapter 4, we have shown examples of the Power Spectral Density
(PSD) of wave-induced roll motion for the naval vessel benchmark used in
this book—see Figures 4.9 and 4.10. A conservative design could be performed
using a PID controller or H∞ techniques by assuming that the PSD of roll
has energy in the range of frequencies between ω1 = 0.2 rad/s and ω2 = 2.5
rad/s. For the ship sailing at 15 kt, the NMP zero of the roll response due to
the rudder angle (8.7) is at q1 = 0.187 . Then using Equation (8.19), we can
obtain a lower bound for ‖S(jω)‖∞ that we can expect for some ω in ΩM cf.
(8.20) if we desire to reduce the sensitivity in the range [ω1, ω2]. Figure 8.9
shows the results. In this figure, we have fixed all the parameters save for the
lower limit ω1 and we have tried disturbance attenuations of 50% (α1 = 0.5)
and 90% (α1 = 0.1). As expected, the closer ω1 gets to the NMP zero and the
more attenuation is sought in [ω1, ω2], the bigger the ‖S(jω)‖∞.

As shown in Chapter 4, the PSD of the wave-induced roll motion can shift
in frequency, and due to the location of the sensitivity peaks, the low-frequency
disturbances affect the performance the most. Low frequency wave-induced
roll motion arises for two reasons:

• Changes in the sea state,
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Fig. 8.9. Maximum sensitivity outside [ω1, ω2] according to Expression (8.19).

• Changes in sailing conditions.

It is, then, very likely that, if the controller is designed to reject the dis-
turbance at some fixed range of frequencies (usually about the roll natural
frequency), then there will be cases (combinations of wave frequency, ship
speed and heading) for which the power of the disturbances will be in the re-
gion of disturbance amplification. If this happens, Figure 8.9 shows how large
that amplification can be for the chosen example according to (8.19).

It follows from the above discussion that controllers not adapted according
to changes in the disturbance conditions for different sea states and sailing
conditions can perform badly. Blanke et al. [32] discuss this problem for a
particular ship, and they propose a solution in which the ship operator selects
between different fixed rudder stabiliser controllers tuned to attenuate the
disturbances at different ranges of wave periods, with a limit at low frequency,
i.e. if the disturbances are at frequencies lower than this limit, then the roll
controller is switched off and the autopilot corrects only heading deviations.
In a subsequent chapter, we will present an alternative approach to avoid this
issue based on an adaptive prediction of the disturbance (feed forward), and
online optimisation.

As mentioned at the beginning of the section, the above analysis shows
fundamental limitations and trade-offs related to what we can do with the
sensitivity function when there is a NMP zero and sinusoidal disturbances.
Notwithstanding the insight provided by these results, sinusoidal disturbances
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are not the type of disturbance usually encountered for the problems being
analysed in this book, and, therefore, in the next section we consider the
problem from a stochastic point of view.

8.4 Stochastic SISO Performance Limitations of RRS

In the previous section, we discussed the implications of NMP dynamics from
a deterministic point of view. In this section we take the stochastic approach.

8.4.1 Limiting Optimal Control Performance Limitations

An optimal control problem (OCP) is that of obtaining a control law u(x)
belonging to a class of admissible controls U that minimizes a cost2 associated
with a system ẋ = f(x,u). The cost is usually a function of x, u, and λ (a
vector of weighting parameters), i.e. V (x,u,λ). The optimal control problem
can then be posed as

OCP : min
u

V (x,u,λ)

subject to u ∈ U and ẋ = f(x,u).

Then, we say that uopt is the optimal control if

V (x,u,λ) ≥ V (x,uopt,λ) ∀ u ∈ U .

We also denote the optimal control as

uopt = arg min
u∈U

V (x,u,λ),

and the optimal cost

V opt(x,λ) = min
u∈U

V (x,u,λ).

We say that an optimal control is a limiting optimal control if, in the limit as
some of the components of λ tend to zero, the cost to be minimised V (x,u,λ)
becomes a function of either the state or the control action but not of both.

The use of optimal control to analyse performance limitations falls in the
second type of results that this analysis yields. The results in the previous
section showed that there are constraints and trade-offs associated with the
dynamics of the plant that hold for every controller under the assumption that
the closed loop is stable, and the architecture is that shown in Figure 8.1. In
this section, we will analyse what is the best achievable performance. We do
this using cheap limiting optimal control, or simply cheap control.

2The cost is a mathematical expression that characterises deviations from the
desired performance or a desired outcome; hence, should be minimised.
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Cheap Control is a case of limiting optimal control in which the weight
of the control effort in the cost is (or tends to) zero. Since the control is
cheap, there is no cost associated with using large control action—a high
gain control. As previously mentioned, this setting is obviously unrealistic,
but the fact that under these conditions the cost cannot be reduced to zero
evidences fundamental limitations. Moreover, the cost obtained can be used as
a benchmark to compare the value of the costs resulting from the application
of other control strategies. Therefore, the result are a valuable tool for analysis.
In this section, we are interested in the following control problem.

Problem 1 (Minimum Variance Cheap Control Problem SISO case)
For the SISO plant G(s) and the control scheme shown in Figure 8.1, we seek
the proper stabilising controller C(s) that minimises

V = lim
ε→0

var[y] + εvar[u]. (8.21)

We assume that the only disturbance acting on the system is the output dis-
turbance d0, which is a Wide Sense Stationary (WSS) stochastic process. We
further assume that d0 has a power spectral density Sdd(ω) that admits a ra-
tional approximation so it can be represented as filtered white noise n with
constant PSD Snn ∀ω ∈ (−∞,∞), i.e.,

Sdd(ω) ≈ |H(jω)|2Snn, (8.22)

where the filter H(s) is a rational stable transfer function. ◦ ◦ ◦
The problem defined above is one particular version of the so-called cheap

optimal control problem. Note that as the weight ε in the control effort—
hereby represented as the variance of the control signal—tends to zero, there
is no penalty on how much control is used.

For stable plants with one NMP zero, we have the following result that
quantifies the best achievable performance in terms of the cost (8.21).

Theorem 8.2. Let G(s) be a stable SISO plant with one NMP zero, say q ∈
R

+. Then, the minimum value of the Cost (8.21) is

min V = 2q|H(q)|2Snn (8.23)

or equivalently

var[y] ≥ 2q|H(q)|2Snn (8.24)
◦ ◦ ◦

Proof. Since G(s) is stable, we can use the following form of the Youla pa-
rameterization of all stabilising controllers [89]

C(s) =
Q(s)

1 − G(s)Q(s)
, (8.25)
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where Q(s) is any stable, real, and rational transfer function. From this pa-
rameterisation, it follows that

S(s) = 1 − G(s)Q(s). (8.26)

Using the Fourier transform pair between autocorrelation and the power spec-
tral density, the variance of the output can be expressed as

var[y] = Ryy(0) =
1
2π

∫ ∞

−∞
Syy(ω)dω

=
1
2π

∫ ∞

−∞
|H(jω)|2|1 − Q(ω)G(jω)|2Snndω

=
Snn

2π

∫ ∞

−∞
|H(jω) − Q(ω)H(jω)G(jω)|2dω

= Snn‖H(jω) − Q(ω)V (jω)‖2
2,

(8.27)

where in the last step we have made use of the H2 norm with

V (jω) = H(jω)G(jω). (8.28)

Let us factorise V (jω) as follows:

V (jω) = (H(jω)Gm(jω))
(

s − q

s + q

)
= Vm(jω)Va(jω), (8.29)

where Gm(s) and consequently Vm(s) have no poles or zeros in the closed
right-hand side of the complex plane (C+), and Va(s) is an all-pass term.
Using this factorisation, expression (8.27) can be manipulated as follows:

var[y] = Snn‖Va(jω)[Va(jω)−1H(jω) − Q(jω)Vm(jω)]‖2
2

= Snn‖Va(jω)−1H(jω) − Q(jω)Vm(jω)‖2
2

= Snn‖[Va(jω)−1H(jω)]u + [Va(jω)−1H(jω)]s − Q(jω)Vm(jω)‖2
2,

(8.30)

where we have used the fact that |Va(jω)| = 1, and separated Va(jω)−1W (jω)
into its unstable and stable parts indicated by the subscripts u and s respec-
tively.

Since [Va(jω)−1H(jω)]u ∈ H⊥
2 and [Va(jω)−1H(jω)]s − Q(jω)Vm(jω) ∈

H2, they are orthogonal. Then, we can express (8.30) as

var[y] = Snn‖[Va(jω)−1H(jω)]u‖2
2+Sww‖[Va(jω)−1H(jω)]s−Q(jω)Vm(jω)‖2

2,
(8.31)

from which it follows that the Q(s) that minimises the output variance is

Q(s)opt = Vm(s)−1[Va(jω)−1H(jω)]s, (8.32)
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and the minimum value of the output variance is

minvar[y] = Snn‖[Va(jω)−1H(jω)]u‖2
2. (8.33)

The final result follows from (8.33) noting that

[
Va(s)−1H(s)

]
u

=
[(

s + σq

s − σq

)
H(s)

]
u

=
Resq

[
s+σq

s−σq
H(s)

]
s − σq

=
2σqH(σq)

s − σq
.

�

Note that Q(s)opt in (8.32) would be improper because H(s)G(s) is usually
strictly proper, and thus V −1

m (s) is improper. This is not a problem since we
can always make a proper approximation by adding stable fast poles. This,
however, implies that the second term in the right-hand side of (8.30) can be
made arbitrarily small as the fast poles go to infinity, but it will not vanish.
Therefore, in this case the “min” should be replaced by “ inf” in Expression
(8.23), and the inequality (8.24) holds strictly. Since we will use the result of
this theorem as a performance benchmark rather than a tool for synthesizing
the controller, this issue shall not be of concern.

The result given in Theorem 8.2 is a novel characterisation, in stochastic
terms, of the trade-offs given in the previous sections using integrals on the
sensitivity function. Indeed, in the deterministic framework, we have seen that
the Poisson integral formula evidences a trade-off between sensitivity reduc-
tion at some frequencies and increase at others. We have also seen that this
trade-off worsens when the sensitivity reduction is to be achieved at frequen-
cies close to the NMP zero. The same effect is now quantified in the result
of Theorem 8.2, in which the optimal controller tries to eliminate the effect
of the disturbance over the output. However, the ability to do this is limited
when the bulk of energy of the disturbance is concentrated close to the NMP
zero (i.e. when the PSD or |H(s)| has large values at s = q).

Finally, it is well known that a NMP zero close to the imaginary axis limits
the performance of a regulator with step output disturbances [184] [48]. The
result can be inferred from (8.24), since the disturbance has power at low
frequency. However, it follows from (8.24) that a NMP zero at low frequency
may not represent a difficulty in general.

8.4.2 Stochastic SISO Results and RRS

If (8.24) is used in the context of RRS, we could say that

E[φ2] ≥ 2q1Sφφ(−jq1), (8.34)

if the power spectrum of the roll wave-induced motion can be obtained by
filtering white noise:

Sφφ(ω) ≈ |H(jω)|2Snn, (8.35)
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where q1 is the NMP zero of the rudder-to-roll response (8.7), and Snn is the
intensity of the noise that is filtered to obtain the distubance.

From (8.34), it follows that the closer the NMP zero is to the imaginary
axis, the better are the chances for a rudder stabiliser to perform well. A NMP
zero close to the imaginary axis will produce a large initial inverse response.
This has already been discussed in Section 8.2, and the statement follows from
Expression (8.5). The fact that a large initial inverse response is an indication
of the potential for good performance of a rudder stabiliser has been discussed
by Roberts [190, 189]. Therefore, the location of the NMP zero with respect
to the imaginary axis gives a definite and quantitative interpretation for the
statement appearing in the literature which says that for a rudder stabiliser
to perform well there must be a frequency separation between the roll and
yaw responses due to the rudder action. Indeed, if the zero is close to the
imaginary axis, this means that there will be a delay in the development of
the hydrodynamic roll moment acting on the hull that opposes that produced
by the rudder.

However, (8.34) shows another important aspect: a NMP zero close to the
imaginary axis does not per se guarantee good performance; there must also
be a frequency separation between the NMP zero and the bulk of power of
the wave induced roll motion in order to achieve good performance. This an-
swers the question as to why RRS can have significantly different performance
under different sailing conditions, with poor performance being particularly
noticeable low encounter frequencies.

Also, it is common practice among stabiliser manufacturers to show the
performance of their products for a beam sea condition with either regular seas
or irregular seas with the wave energy concentrated at the resonant frequency.
Both these approaches could be deceiving. Indeed, it is evident from Figure 8.8
that the performance at a single frequency, apart from being unrealistic, can
be completely different from the response to a spectrum. From the Result
(8.34), it follows that the beam sea performance for irregular seas could be
deceiving as an indicator of performance in other sailing conditions. Before
using the results of this section in a numerical example, we will consider the
more realistic SITO case.

8.5 Optimal Roll Reduction vs. Yaw Interference
Trade-off

8.5.1 SITO Control Problems in the Frequency Domain

The result of the previous section does not apply to normal operational con-
ditions because the only control objective was to reduce roll regardless of how
the heading of ship was affected. A more realistic study should also include the
objective of small heading deviations. This leads to the study of Single Input
Two Output (SITO) problems, in which there is only one actuator providing
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the control action to achieve two control objectives. Therefore, in this section,
it is our aim to find what additional implications the SITO nature of the plant
brings to the control problem; and to obtain a quantitative characterisation
of the performance in terms of the variances of both roll and yaw angles—we
thus aim at obtaining an expression similar to (8.24).

A basic control structure of a RRS is shown in Figure 8.2. In conventional
autopilot design, the measured yaw angle is usually filtered to avoid the control
action trying to compensate for the first-order motions (oscillatory motions)
induced by the waves—see Section 12.6. This way, the autopilot will react to
low frequency disturbances produced by current and wind. Therefore, in our
setting, we will consider only the roll disturbance dφ and study the trade-off
between roll reduction and yaw interference. Specifically, we will address the
following problem:

Problem 2 (Minimum Variance Cheap Control Problem—SITO Case)
We consider the control scheme shown in Figure 8.2, in which

• Gφα(s) is a SISO stable transfer function with one NMP zero.
• Gψα(s) is a marginally stable SISO transfer function.
• The PSD Sdφdφ(ω) of the WSS stochastic disturbance dφ admits a ra-

tional approximation, so it can be represented by filtered white noise, i.e.
Sdφdφ(ω) ≈ |H(jω)|2Snn, where Snn is the constant PSD of the white
noise n.

Then we seek the controllers Cφ(s) and Cψ(s) that minimise the following
cost:

V = λvar[φ] + (1 − λ)var[δψ], with λ ∈ [0, 1], (8.36)

where δψ = ψ−ψd is the deviation of the slowly varying yaw motion from the
desired slowly varying yaw.

By defining the cost in this way, the parameter λ weighs the importance of
minimizing the variance of one output over that of the other. Note that when
λ = 1, the control objective puts a weight only on the roll, whereas for λ = 0
the control objective puts a weight only on the yaw deviations. ◦ ◦ ◦

A question that we may first ask ourselves, is whether a multi-variable
control design approach could bring any benefit to the frequency-domain con-
straint discussed in the previous sections for the SISO case, Section 8.12. Thus,
before attempting to solve the problem defined above, it is worthwhile explor-
ing whether the multi-variable approach can relax the deterministic integral
constraint associated with the NMP zero.

It follows from Figure 8.2 that for multi-variable case, we have four sensi-
tivity transfer functions, i.e.[

φ(s)
ψ(s)

]
=

[
Sφφ(s) Sφψ(s)
Sψφ(s) Sψψ(s)

] [
dφ(s)
dψ(s)

]
. (8.37)
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In the multi-variable case, the constraint imposed by the Poisson integral
formula can be shared, in some cases, among the elements of the columns of
the sensitivity matrix in (8.37). Indeed, in this case, not only the location of
poles and zeros are of importance, but also their direction—see, for exam-
ple, [199, 210]. This means that the integral constraint due to the NMP zero
in Gφα(s) may be shared between Sφφ(s) (roll-to-roll sensitivity) and Sψφ(s)
(roll-to-yaw sensitivity). Unfortunately, due to the rank deficiency of the plant
for the SITO case being considered, the direction of the NMP zero associated
with Gφα(s) is canonical, which means that the integral constraint only af-
fects Sφφ(s)—see [173]. In other words, the trade-off associated with the roll
sensitivity function cannot be alleviated by considering a multi-variable design
approach. Thus, the Poisson integral constraint of the SISO case holds∫ ∞

−∞
ln |Sφφ(jω)| q1

q2
1 + ω2

dω = 0, (8.38)

where q1 is the NMP associated with the rudder-to-roll response (8.7), and

Sφφ(s) =
1 + Cψ(s)Gψ

1 + Cψ(s)Gψ + Cφ(s)Gφ
, (8.39)

where

Gφ � Gφα(s)Gα(s),

Gψ � Gψα(s)Gα(s).
(8.40)

Goodwin et al.[90] considered the frequency domain approach to study the
SITO Problem 2. However, the solution obtained could not be expressed in a
simple form as for the SISO case, cf. (8.24), and only numerical results could
be obtained for different values of the parameter λ in Problem 2.

This provided the motivation to reconsider the problem in the time do-
main, which will lead to the same numerical results presented in [90], but it
will also serve as basis for incorporating constraints on the control signal in
the following chapter.

8.5.2 Limiting Stochastic LQR

Let us consider a state-space representation for a shaping filter H(s) used to
represent the output disturbance (wave-induced roll motion) as indicated in
Problem 2:

ẋw = Awxw + Bww

yw = Cwxw,
(8.41)

where, xw = [φw, pw]t, yw = [φw, 0]t, and , and w is white noise. Also, let
us consider a state-space representation for a model to describe the response
due to the control action:
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ẋc = Acxc + Bcu

yc = Ccxc,
(8.42)

where xc = [vc, pc, rc, φc, ψc]t, yc = [φc, ψc] and u = α.
The augmented open-loop system incorporating the disturbance model is

ẋ = Ax + Bu + Ww

y = Cx.
(8.43)

where

x =
[
xc

xw

]
A =

[
Ac 0
0 Aw

]
B =

[
Bc

0

]
W =

[
0

Bw

]
C =

[
Cc Cw

]
(8.44)

where, x = [vc, pc, rc, φc, ψc, φw, pw]t, and y = [(φc + φw), ψc]t.
The problem of minimising the Cost (8.36), can be posed as a stochastic

LQR problem [128]:

V = lim
ε→0

{λvar[y1] + (1 − λ)var[y2 − ȳ2] + εvar[u]}
= lim

ε→0
E

[
(y − ȳ)tQ(y − ȳ) + εu2

]
= lim

ε→0
T→∞

1
T

E

[∫ T

0

(y − ȳ)tQ(y − ȳ) + εu2dt

]
,

(8.45)

where

Q =
[
λ 0
0 (1 − λ)

]
(8.46)

For a given ε > 0, the optimal linear solution that minimizes (8.45) is given
by

u(t)opt = K(ε)x(t); K(ε) = −ε−1BtS, (8.47)

where S is the solution of the following associated Riccati equation

AtS + SA − (SB)ε−1(BtS) + CtQC = 0. (8.48)

Figure 8.10 shows a block diagram of the LQR control scheme, in which we
have separated the controller into a feedback component Kfbk and a feedfor-
ward component Kff , i.e. K = [Kfbk Kff ].

To characterise the trade-off we are interested in, it is more convenient to
evaluate var[y1] and var[y2] for a given λ rather than the total cost (8.45). To
evaluate these, we can use the following property of the linear systems driven
by white noise n:

Lemma 8.3 ([128]). Consider the following stochastic differential equation

ẋ = Ax + Bn,
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Fig. 8.10. State feedback regulator with disturbance model.

where A and B have constant elements, and A is Hurwitz, and that the noise
vector n is white with constant PSD matrix Snn. Then, the steady state co-
variance of the state vector x

C∞
xx[τ ] � lim

t→∞

(
E
x
[x(t)x(t + τ)t] − E

x
[x(t)]E

x
[x(t + τ)]

)
.

is a constant non-negative definite matrix, which satisfies the following Lya-
punov equation

0 = AC∞
xx[0] + C∞

xx[0]At + BSnnBt, (8.49)

where to simplify the notation, C∞
xx[0] will henceforth be denoted by C∞

xx.
◦ ◦ ◦

Direct application of Lemma 8.3 to the SITO closed-loop system resulting
from using the law (8.47) yields

var[y1] = C1C∞
xxC

t
1 var[y2] = C2C∞

xxC
t
2 var[u] = KC∞

xxK
t (8.50)

where C∞
xx satisfies

0 = (A + BK)C∞
xx + C∞

xx(A + BK)t + WSnnWt, (8.51)

and the matrices C1 and C2 are defined such y1 = C1x and y2 = C2x.
To summarise, we can use the following procedure to obtain the trade-off

for the SITO problem:
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1. Choose λ ∈ (0, 1] and small value for ε.
2. Generate the matrix Q [

λ 0
0 (1 − λ)

]
3. Solve the Riccati equation for S and evaluate the control gain K

for the augmented system

0 = AtP + SA − (SB)ε−1(BtP) + CtΛC

K = −ε−1BtP

4. Solve the Lyapunov equation for the augmented state covariance
in closed loop

0 = (A + BK)C∞
xx + C∞

xx(A + BK)t + WSnnWt.

5. Evaluate the variances of the output (and control)

var[y1] = C1C∞
xxC

t
1 var[y2] = C2C∞

xxC
t
2 var[u] = KC∞

xxK
t

By applying the algorithm described in Section 2.6, to the roll power spec-
tral density, we can obtain the parameters of a shaping filter that for a partic-
ular sea state and sailing conditions. Using this with the approach described
above, one can obtain the results shown in Figures 8.11 and 8.12. In these
examples, we have used ITTC spectrum with a significant wave height of 4
m and a mean wave period of 7 s, and our example vessel (see Appendix B)
sailing at a speed of 15 kt and relative heading with respect to the waves of
45 and 135 deg.

The results shown in Figures 8.11 and 8.12 are the optimal unconstrained
trade-offs between roll reduction and yaw interference for the sea state and
particular sailing conditions considered (speed and heading). Therefore, we
can evaluate the price to paid—the increase in yaw RMS value—due to the
desired roll reduction.

This is optimal because the cost minimised is related to the variances,
which are the performance indices being assessed, and also because all the
information available to calculate the controller is used: state feedback and
full knowledge of the disturbance—no real controller will have access to this
information. Therefore, we can expect other more realistic controllers to give
performances on top of the curves shown in Figures 8.11 and 8.12. These plots
can be used in two ways:

• To compare the performance of other designs.
• To see whether the required performance can be achieved in a particular

sailing condition: no realistic controller will achieve a performance below
the graphs shown in Figures 8.11 and 8.12
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Table 8.1. Limiting achievable performance (λ = 1).

Enc Ang roll open loop RMS SISO lim RMS LQR lim RMS RR lim

χ =45 deg 6.65 deg 1.64 deg 1.7 deg 75.2%

χ=90 deg 12.7 deg 1.35 deg 1.38 deg 89.2%

χ =135 deg 5.9 deg 0.47 deg 0.66 deg 92.0%

The results regarding roll reduction are summarised in Table 8.1 for the
limiting case, in which only roll reduction is considered. This table shows, the
encounter angle, the open-loop RMS value of roll angle; the value according
to the SISO case result (8.24), which corresponds to the case of λ = 1 in the
stochastic LQR formulation of the problem, cf. (8.45); and the values obtained
using the stochastic limiting LQR method with ε = 10−7. Finally, in the fifth
column, shows the roll reduction.

It is interesting to notice that although the sailing conditions considered
for χ=45 and χ=135 deg present similar RMS values of roll angle in open loop,
the case of quartering sea presents the worst performance in closed loop. This
follows from (8.24) by noting that, for quartering seas, the PSD of the wave-
induced roll motion has the bulk of its energy closer to the NMP zero, which
is located at q1 = 0.187 s−1—compare Figures 8.11 and 8.12.

The above results are very conservative, and the roll reductions cannot be
used to as an estimate of the roll reduction that one could obtain in a practical
application. To have a less conservative bound on the performance, and thus
be able to estimate performance for a ship in a practical situation we need to
incorporate the constraints associated with the input. This will be the topic
of the next chapter.

8.6 Comments on the Applicability of Rudder Stabilisers

Hearns and Blanke [100] have studied the variations in the location of the
NMP zero, for variations in the values of some of the hydrodynamic deriva-
tives and load condition for a particular vessel using a hydrodynamic model
obtained from a PMM test. Their results are summarized in the following.

The increase of the following parameters brings the NMP zero closer to
the imaginary axis (beneficial):

• GMt -transverse metacentric height.
• Kr - roll moment induced by rate of turn.
• Krudder - roll moment induced by the rudder.
• Yr - sway force induced by the rate of turn.
• Yv - sway force induced by the sway velocity.
• Nr - yaw moment induced by the rate of turn.
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Fig. 8.11. Limiting optimal trade-off roll (deg RMS) vs yaw (deg RMS) for a
rudder stabiliser. ITTC spectrum (H1/3 =4 m, T = 7 s ) and vessel sailing at 15 kt
in quartering seas χ = 45 deg.

The increase of the following parameters takes the NMP zero farther away
from the imaginary axis (detrimental):

• Kv - roll moment induced by sway velocity.
• Yrudder - sway force induced by the rudder.
• Nv - yaw moment induced by the sway velocity.
• Nrudder - yaw moment induced by the rudder.

Most of these parameters are related to the shape of the hull. The variations
in GMt are related to the load condition and mass distribution on the hull. An
increase of GMt will increase the roll natural frequency (8.10). However, from
a seakeeping point of view, it has been recognised since the times of Froude
[75] that there is no advantage in increasing the roll natural frequency because
low-period waves are steeper than long period ones, and it is the wave slope
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Fig. 8.12. Limiting optimal trade-off roll (deg RMS) vs yaw (deg RMS) for a rudder
based stabiliser. ITTC spectrum (H1/3 =4 m, T = 7 s ) and vessel sailing at 15kts
in bow seas χ = 135 deg.

what excites roll motion. Also, an increase of GMt would, in turn, increase
the transverse accelerations and motion induced interruptions.

The only viable modification may then be the position of the rudder rela-
tive to CG. Indeed, it follows from all of the above that the larger the vertical
distance from the centre of pressure of the rudder to the CG the better. This
will induce a large roll moment. Similarly, the shorter the longitudinal dis-
tance from the center of pressure of the rudder to the CG the better. This
would reduce the yaw moment; and hence delay the rate of turn: move the
NMP zero close to the imaginary axis. The Danish navy vessel SF300, [34]
uses to wing rudders for RRS, and a central rudder for the steering. The wing
rudders are located forward from the central rudder, which makes them better
for RRS purposes.

As commented by Cowley, [53], the ships best suited to the application of
RRS are those with a small GMt, low damping, and long natural roll period
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so the roll moments generated by the rudder are not limited by the rates of
the steering machinery. The following criteria for applicability were discussed
by van der Klugt, [228]:

• The rudder must be able to generate a considerable roll moment, at the
roll natural frequency without affecting the yaw.

• The rudder speed must be sufficiently large.

• The aft of the ship should be able to withstand the large forces and mo-
ments generated by the rudder.

With regards to the steering machinery characteristics, a rule of thumb is to
have a maximum rate such that [228]

α̇max ≥ αmax ωφ, (8.52)

where αr max is the maximum rudder angle allowed for RRS, and ωφ is the
roll natural frequency. The maximum rudder angle can be taken as the rudder
static stall angle. This is to specify the rudder machinery; in practice, the
maximum angle will be set according to the speed of the vessel and can be
limited to less than the stall angle.

The above criterium follows from considering a sinusoidal excitation

α(t) = αr max sin(ωφt),

and taking its derivative

α̇(t) = αr maxωφ cos(ωφt).

Another way of expressing this relationship, it by saying that for given maxi-
mum angle, the frequency that will be followed without distortion is

ωlin =
α̇max

αmax
.

In section 5.6, we saw that the rudder machinery can be modelled as a
first order system, when operating linearly:

α(s)
αd(s)

=
1

1 + τr s
,

where αd(s) is the angle commanded by the autopilot controller. As a rule
of thumb, the pole of the steering machinery can be neglected if it is 5 times
larger than the dominant poles of the system. van der Klugt, [228], proposes

τr ≤ 1
5ωφ

.
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The above gives an indication of the characteristics of the steering machinery.
In the following chapter, we will show a method that can be used to assess
the RRS performance based on these specifications. Hence, the method can
be used to check the specifications of the steering machinery based on the
desired performance.

8.7 NMP Dynamics in Fin Stabilizers

The problem of fin stabilisers, can be treated as SISO problem for the purpose
of analysis. Since NMP dynamics can also appear in fin stabilisers, the results
obtained for the SISO case provide insight into this effect.

Hull designs are constrained by many variables, and therefore it is com-
mon that fins end up located aft from the centre of gravity CG (LF < 0 cf.
Figure B.3 in Appendix B). From the previous analysis it follows that when
the fins are aft of the CG and there is an inclination between the fins and
the water line (β > 0; in Figure 5.11), the fin induced sway force (cf. (5.24))
will induce a yaw moment in the same way as a rudder would. Therefore,
NMP characteristics would arise in this case. To avoid this, the fins should be
located, if possible, forward and close to CG.

Since the fins are conventionally located closer to the CG than the rudders,
and the sway force induced by fins is smaller than that induced by rudders,
the NMP zero appearing, if any, is located very close to the imaginary axis.
Therefore, in most cases the NMP dynamics can be disregarded. Lloyd, [135],
observed that for fins located aft from the CG, there is amplification in roll
at low and at high frequencies, whereas for fins forward from the CG there
is roll amplification only at high frequencies. Lloyd’s conclusions are related
to the typical sensitivity reduction for the case of NMP and MP zero using a
fixed tuning controller.

In this chapter, we have presented a study of performance limitations
related to the dynamics of the ship. We have analysed how these effects can
affect the performance in different sailing conditions. Because the constraints
on the magnitude and rate of the rudder angle were not considered in this
analysis, the results give insight into the problem, but the performance figures
are not practical—the bounds on performance are too conservative. In the
following chapter, we incorporate constraints into the analysis.
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Constrained Performance Limitations

In the previous chapter, we have seen that if we consider the problem of
disturbance rejection for linear systems at a single frequency, there exist no
limitations on the achievable closed-loop performance. In this context, good
performance was associated with a reduced value for the magnitude of the
sensitivity transfer function, and no limitations in the achievable performance
refers to the fact that the effect of the disturbances on the output can be
completely eliminated. This is accomplished by forcing the magnitude of the
sensitivity function to be zero at the particular frequency of interest. We
have also seen in Chapter 8 that this is not true, in general, when output
disturbances have power distributed over a range of frequencies, rather than
at a single frequency. In these cases, good performance can be associated with
a reduced variance of the output of the closed-loop system, and eliminating
the effect of the disturbance on the output is not always possible. Indeed,
we have discussed situations in which the reduction of output variance is
limited, and these limits hold regardless of how much power is available to
implement the control action. These limitations are the consequence of the
feedback structure and the dynamic characteristics of the plant, in particular
non-minimum phase dynamics.

In this chapter, we analyze what additional limitations and design trade-
offs arise due to limited control action (constraints) and actuator saturation
effects. We proceed by first analysing the deterministic case for sinusoidal
disturbances; and then we address the case of stochastic disturbances. Both
cases are relevant to the problem of ship stabiliser design.

9.1 Input Constraints and Saturation Effects

Consider the control loop shown in Figure 9.1. Let us denote by ud the con-
trol command or desired control demanded by the controller; and by u the
actual control action delivered to the system by the actuator. We then say
that the actuator saturates, or that saturation occurs, whenever the control
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Actuator

ud u

C(s) G(s) y

d0

sat∆(·)

Fig. 9.1. Single control loop with saturation.

action differs significantly from the control command, i.e. u �= ud. Therefore,
a saturation event implies that the actuator fails to deliver the commanded
action due to limited power.

If the dynamics of the actuator are fast in comparison with the dynamics
of the system, the effect of a saturating actuator can be modelled using the
static function sat∆(·) defined (for the scalar control case) as

sat∆ : R → R, sat∆(x) =

⎧⎪⎨⎪⎩
∆ if x > ∆,

x if |x| ≤ ∆,

−∆ if x < ∆ .

If we consider the vector case, i.e. sat∆(·) : R
n → R

n, the limits should be
interpreted as holding component-wise unless otherwise indicated.

As depicted in Figure 9.1, the control action delivered to the plant G(s)
is given by

u = sat∆(ud).

Saturation usually occurs in situations where the control command is large and
the control strategy ignores the fact that the actuator has limited power. This,
in general, produces performance degradation. Control strategies that avoid
saturation effects or limit degradation due to saturation are usually called
constrained control strategies because the control command is constrained by
design to avoid saturation. These strategies will be discussed in Chapter 11.
This chapter will focus on quantifying the performance limitations associated
with the fact that saturation can occur.

9.2 Input Constraints and Performance at a Single
Frequency

Often the performance of a stabiliser is predicted for regular beam seas [198].
Although this situation is very restrictive (and can be highly unrealistic),
such estimates can be interpreted as a rough indicator of the actual perfor-
mance. They may also be used to compare different designs and/or to help



9.2 Input Constraints and Performance at a Single Frequency 179

to dimension the actuator. For this reason, we incorporate, in this section, an
analysis of performance for the case of sinusoidal disturbances and discuss the
implications of having an actuator with limited power or limited authority.

9.2.1 Magnitude Limitations

Let us assume that the output disturbance d0 in Figure 9.1 is a sinusoid of
known frequency ω0 i.e.

d0(t) = d̄0 cos(ω0t),

and that the control signal is constrained in magnitude to avoid saturation
effects, i.e.

|u(t)| ≤ ∆, for all t. (9.1)

Under these assumptions, and further assuming that the closed-loop system
is operating linearly, then the performance in terms of disturbance rejection
can be quantified in the frequency domain. Indeed, when the SISO control
loop of Figure 9.1 is operating linearly, we have

U(s) = −T (s)
G(s)

D0(s), (9.2)

where U(s) and D0(s) are the Laplace transform pairs of u(t) and d0(t) respec-
tively, and T (s) is the complementary sensitivity function—see Section 8.1.
Note that since ud(t) = u(t).

Because the system is operating linearly, the signal u(t) will be sinusoidal:

u(t) = ū cos[ω0t + ε(ω0)],

where the amplitude ū is given by

ū =
∣∣∣∣T (jω0)
G(jω0)

∣∣∣∣ d̄0. (9.3)

Using the relationship between the sensitivity and complementary sensitivity
functions (cf. Section 8.1), we can write

|S(s)| + |T (s)| ≥ 1, (9.4)

which holds for all s in the region of convergence of both S(s) and T (s). Using
(9.2), we obtain

|S(jω0)| ≥ 1 − |G(jω0)|
d̄0

ū. (9.5)

Provided G(s) has no poles at ±jω0, the best we can do to reject the distur-
bance is to make |S(jω0)| = 0. This can be achieved using the Internal Model
Principle (IMP)—see, for example, [89]. Obviously this analysis holds as long
as the system remains linear. When the constraint (9.1) is to be satisfied, the
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value of the control given by (9.3) will not always be feasible for any size
of d0(t), and saturation can occur. Then, we can use (9.3) to determine, for
instance, which value of d̄0 would result in saturation effects, and also what
implications this may have on the performance if we are to avoid saturation
by reducing the control command such that the system remains linear.

The amplitude d̄0
∗ of the largest disturbance that we can possibly reject

completely without saturating the actuator can be determined from (9.3) and
the constraint (9.1) as

d̄0
∗ = |G(jω0)|∆. (9.6)

Using (9.5) and (9.6) we could also say that if the controller is adjusted such
that saturation never occurs for d̄0 ≤ d̄0

∗, then

|S(jω0)| = 0 if d̄0 ≤ d̄0
∗

|S(jω0)| > 1 − |G(jω0)|
d̄0

∆ if d̄0 > d̄0
∗
.

If the performance is measured as the percentage of reduction of the output
amplitude of the closed-loop system with respect to that of the open loop
system, then we can express the performance by

R% = 100
d̄0 − ȳ

d̄0
= 100 (1 − |S(jω0)|),

where ȳ is the steady-state amplitude of the output. Finally, we obtain that

R% = 100 if d̄0 ≤ d̄0
∗

R% < 100
|G(jω0)|

d̄0
∆ if d̄0 > d̄0

∗
.

(9.7)

Expression (9.7) shows an explicit relationship between the performance of
the closed-loop system and the magnitude constraint.

In the next section, we consider a similar analysis for the case in which
the control input is constrained in rate.

9.2.2 Rate Limitations

Let us consider now the following constraint:

|u̇(t)| < ∆v.

Under similar assumptions as in the case of a magnitude constraint, we have
that the amplitude d̄0

∗∗ of the largest output disturbance that we can possibly
reject completely without saturating the actuator in rate is
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d̄0
∗∗ =

∣∣∣∣G(jω0)
ω0

∣∣∣∣ ∆v. (9.8)

Proceeding in a similar manner as in the magnitude limitation case, we obtain

|S(jω0)| = 0 if d̄0 ≤ d̄0
∗∗

|S(jω0)| > 1 − |G(jω0)|
ω0d̄0

∆v if d̄0 > d̄0
∗∗

.

Then, using the same measure of performance as in the case of magnitude
constraints, we obtain

R% = 100 if d̄0 ≤ d̄0
∗∗

R% < 100
|G(jω0)|

ω0d̄0
∆v if d̄0 > d̄0

∗∗
.

(9.9)

Expressions (9.7) and (9.9) quantify how avoiding saturation of the actua-
tor, in either magnitude or rate, can affect the performance in cases for which
the output disturbances are characterised by a sinusoid.

9.3 Application to Rudder-Based Stabilizers

Let us consider the following particular choice of the elements involved in the
analysis presented above, where

• G(s) is the roll response due to the control action (rudder angle).
• ∆ is the limit on the maximum rudder angle.
• d̄0 is the roll disturbance calculated for a particular wave height and the

roll response operator of the ship.

Table 9.1 shows some results assuming a rudder-based stabiliser for the naval
vessel example (see Appendix B) sailing at 15 kt in beam seas. The constraint
on the rudder angle is 25 deg, and the rudder rate 12 deg/s and the roll
disturbance corresponds to a wave height of 4m with periods T ranging from
4 to 10 s.

This analysis could only be applied to ships with highly resonant roll
response to wave excitations—very narrow-banded motion RAO. Under this
condition, it could be argued that the ship would often roll at frequencies
very close to the ship’s natural frequency [133]. Therefore, the assumption of
sinusoidal disturbances may approximately hold even for some irregular sea
conditions. For ships that do not possess such a narrow-band roll response, it
is necessary to analyse the problem at a range of frequencies, rather than at a
single frequency. A method which can be applied to these cases is considered
in the following section.
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Table 9.1. Performance degradation due to magnitude constraints on the rudder
angle for regular beam seas. The roll disturbances correspond to a wave height 4m,
and the constraint in the maximum rudder angle is of 25 deg and rudder rate 12
deg/s.

T [s] d̄∗
0 Roll [deg] d̄0 Roll [deg] RR %

4 5.53 16.75 33

5 17.4 23.7 73.5

6 21.2 39.7 53.4

7 12.2 36.5 33.4

8 9.2 18.7 49.3

10 7.1 7.7 91.2

9.4 Stochastic Approach: Variance Constraints

In Chapter 8, we analyzed the best performance for the regulator problem
using stochastic limiting LQR. We obtained an upper bound for the perfor-
mance of a closed loop system subject to stochastic disturbances, for a SISO
and SITO NMP system. In this section, we will be particularly interested in
studying the same problems but subject to constraints on the input.

Our approach is based on the methods to tune LQR control strategies
proposed by Skelton, [209]. These methods are consistent with the work pre-
sented in Chapter 8; and therefore, represent a straightforward extension of
those results for the case of constrained systems. Specifically, one of these
methods addresses the, so-called, Input Variance Constrained (IVC) control
problem.

This problem seeks the state-feedback stabilizing controller that minimizes
the steady state expected value of a quadratic form of the output subject to
variance constraints of the components of the input vector. This problems con-
siders soft constraints rather than hard constraints1 because the constraints
are imposed on the statistics of the input variables. However, by careful choice
of the limit, we can evaluate the price to be paid for avoiding hard constraints
with certain probability. This is particularly simple if the constrained variables
can be assumed to be narrow-banded and Gaussian stochastic processes.

9.4.1 IVC Optimal Control Problem Formulation

We will begin this section by defining the following optimal control problem:

Definition 9.1 (IVC Problem). Consider the linear time-invariant system

ẋ = Ax + Bu + Ww

y = Cx,
(9.10)

1A soft constraint is a constraint that can be violated temporarily, whereas a
hard constraint cannot be violated—see Section 11.1.
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where x ∈ R
n, u ∈ R

m, y ∈ R
p, and w ∈ R

q is a zero mean Gaussian white
stochastic process with constant power spectral density matrix Sww. Assume
that the pair (A,B) is stabilisable.

Given a matrix Q = diag(λ1, . . . , λp), we seek the stabilizing state feedback
controller u = Kx, ( i.e. A+BK is Hurwitz) that minimizes a weighted output
variance, i.e.,

Kopt = arg min
K

lim
t→∞E[y(t)tQy(t)] (9.11)

subject to the constraints

ẋ = Ax + Bu + Ww,

y = Cx,

u = Kx,

lim
t→∞E[u2

i (t)] ≤ γ2
i , for i = 1, 2, . . . ,m,

(9.12)

where ui are the components of the control vector u. ◦ ◦ ◦
The IVC problem is always feasible since any specified bound on input energy
or input variance (var[ui] =< γ2

i ) is achievable because no performance bound
is demanded on the cost (9.11) (we simply minimize this cost without any
constraint upon it.) An approximate solution for the IVC problem can be
obtained using the following algorithm:
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Given a set of small numbers {εi : i = 1, . . . , m}, and the diagonal
matrix R = diag(1/γ2

1 , . . . , 1/γ2
m), then

1. solve the following Riccati equation for S:

0 = SA + AtS − SBR−1BtS + CtQC

2. Evaluate
K =

[
K1 K2

... Km

]t

= −R−1BtS.

3. Solve the following Lyapunov equation for C∞
xx (the closed-loop

steady-state covariance of x):

0 = C∞
xx(A + BK)t + (A + BK)C∞

xx + WSwwWt.

4. If

|KiC∞
xxK

t
i − γ2

i | ≤ εi for all i = 1, 2, . . . ,m, STOP.

Otherwise, update the diagonal elements of R according to

Rii ← KiC∞
xxKt

i

γ2
i

Rii for i = 1, 2, . . . ,m,

and go back to 1.

The algorithm given above solves an equivalent LQR problem, in which Q is
given and the weighing matrix R is varied such that the variance of the input
is adjusted to be close within the specified tolerance to the constraint. See
[209] and [243] for further details.

Note that if the output has zero mean, then

E[y(t)tQy(t)] = tr(QC∞
yy[0])

=
p∑

i=1

λivar[yi].
(9.13)

Consequently, the IVC problem defined above can be used to solve a con-
strained version of the SISO and SITO problems presented in Chapter 8 pro-
vided the system given by (9.10), is the augmented system to incorporate the
plant and the disturbance model–see section 8.5.2. We will illustrate the use
of the above ideas via an example.

For the case of rate constraints, we can use the same algorithm by aug-
menting the state with integrators. Let us define a set of variables v, such
that

v̇ = u. (9.14)

Then, we can augment the system as follows:



9.4 Stochastic Approach: Variance Constraints 185

ẋ = Ax + Bv + Ww,

v̇ = u,
(9.15)

and consider the IVC problem for the augmented system, where γi are now
rate variance constraint.

9.4.2 IVC Application to RRS

Let us consider a sea state described by the ITTC spectrum with a significant
wave height of 4 m and a mean wave period of 7 s. For the case of magnitude
constraints on the rudder angle, the static stall angle can be used as an ab-
solute constraint—however, as the speed increases smaller angles should be
considered. The maximum rudder mechanical angle is larger than the stall an-
gle, and by preventing the rudder mechanical angle from exceeding the static
stall angle, it is likely that the rudder will not stall in unsteady operating con-
ditions (normal conditions in RRS). Then, the constraint on the variance of
the rudder can be chosen such that saturation does not occur all of the time.
Under this assumption, the rudder command generated by the controller can
be assumed Gaussian; and therefore, the distribution of maxima of rudder
angle can be approximated by a Rayleigh distribution—see Section 7.0.3. The
Rayleigh probability density function is parameterised by the standard de-
viation

√
m0, which in our case is the value γu we use in the IVC problem.

Thus, the value γu can be determined based on the probability of exceeding
the absolute constraints, which can be interpreted as the percentage of time
the actuator will saturate.

For example, using the Rayleigh distribution, we have that to avoid ex-
ceeding a rudder angle of 25 deg with probability 0.75, we should have a
standard deviation of 15 deg. The choice of 0.75 for the probability ensures
that the bound is not very conservative.

We then consider the cheap stochastic LQR problem described in Chap-
ter 8, and also the IVC problem presented above for the same case, i.e. we
seek to minimize

V = λvar[φ] + (1 − λ)var[δψ],

where φ is the roll angle and δψ the slowly-varying yaw deviations from the
desired yaw. The parameter λ takes values in the interval [0, 1], and the rudder
angle α is subject to the constraint

var[α] ≤ γ2
u,

with

γu =

{
∞ unconstrained case
15deg constrained case
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Fig. 9.2. Limiting optimal trade-off roll (deg RMS) vs yaw (deg RMS) for a rudder
based stabiliser. ITTC spectrum (Hs =4m, T=7sec) and vessel sailing at 15kts in
beam seas χ = 90deg.

Figure 9.2 shows the solutions obtained for beam seas. In the first plot of
Figure 9.2, we see the trade off between roll reduction and yaw interference
for constrained and unconstrained cases. The axes of this plot correspond
to RMS values of the respective quantities. The second plot of this figure
presents the second order approximation and the roll PSD obtained from the
wave spectrum and the roll RO. The third plot shows the RMS value of the
rudder angle obtained from the IVC algorithm for the different values of λ.

We can see that for this particular example, the limitations imposed by
the constraints on the rudder angle are more significant than those arising
from the dynamics. Therefore, in these conditions the performance limitations
associated with roll reduction can be entirely attributed to the limited moment
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produced by the rudder. With regards to trade-off between roll reduction and
yaw interference, we can see that by exceeding a particular value of λ there
is not gain in roll reduction and and only a significant increase in yaw. This
value of λ depends on the particular sailing condition, and can be obtained
using an adaptive mechanism in a practical implementation.

Figure 9.3 shows similar results for the case of a bow-sea sailing condition.
Here again, the limits imposed by the constraints are predominant. Finally,
Figure 9.4 shows the results obtained for quartering seas. In this case, we can
see that the limitations imposed by the dynamics of the system become more
dominant, and the addition of constraints does not affect the performance
significantly. This is because for the sailing condition in following seas, the
limitations imposed by the NMP dynamics become more apparent due to the
low frequency content of the disturbance. As we will see in Chapter 12, these
effects are reflected in the simulation results.

Table 9.2. Performance degradation due to magnitude constraints on the rudder
angle in irregular seas. The roll disturbances correspond to a wave height 4 m for
SS5 and 2.5 m for SS4. The mean wave period is 7 s for SS5 and 9.5 s for SS4. The
constraint in the maximum RMS value for the rudder angle is of 15 deg. loop

Sailing Cond Roll OL Roll CL unc Roll CL con RR unc RR con

90 deg, Hs=4, T=7 12.4 deg 1.38 deg 6.5 deg 83% 47 %

135 deg, Hs=4, T=9.5 4.1 deg 0.6 deg 1.45 deg 85% 65 %

45 deg, Hs=2.5, T=7.5 3.64 deg 1.33 deg 1.6 deg 63% 56 %

Table 9.2 summarises the results for the case of maximum roll reduction
(λ = 1). The first column of Table 9.2 shows the open-loop (OL) RMS value of
the roll angle for the adopted sailing condition. The second and third columns
indicate the closed-loop RMS value of the roll angle for the unconstrained
and constrained cases respectively. Finally, the last two columns show the
performance; hereby measured through the percentage of RMS roll reduction
in closed loop with respect to that in open loop.

From these results, we could say that constraints imposed by the limited
power of the rudder are the main factor limiting the performance for sailing
conditions in bow and beam seas. However, in following seas, the dynamic
behaviour of the vessel plays a very important role.

Finally, it should be noted that the above figures have been obtained with-
out considering the rate limits on the rudder motion imposed by the hydraulic
machinery. The effect of the rate limit is to attenuate the control action.
Therefore, the expected roll reduction can, indeed, be worse that that pre-
dicted above. However, if one compare the results of Table 9.2, with those
for the unconstrained case shown in Table 8.1, we can see that the results of
the IVC problem can be used as a performance estimator. This could be a
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Fig. 9.3. Limiting optimal trade-off roll (deg RMS) vs yaw (deg RMS) for a rudder
based stabiliser. ITTC spectrum (Hs =4m, T=9.5sec) and vessel sailing at 15kts in
bow seas χ = 135deg.

significant advantage because of the simplicity of the IVC algorithm and that
of the models used.

The IVC problem for the case of input rate constraints can be treated
via state augmentation as already commented, and the decision about using
magnitude and rate constraints for the analysis can be made based on the
modal frequency of the disturbance psd.

9.5 Part III Summary and Discussion

This part of the book described issues associated with the dynamic charac-
teristics of ships that may limit the achievable performance of the control
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Fig. 9.4. Limiting optimal trade-off roll (deg RMS) vs yaw (deg RMS) for a rudder
based stabiliser. ITTC spectrum (Hs =2.5m, T=7.5sec) and vessel sailing at 15kts
in quartering seas χ = 45deg.

system—the understanding of these issues is believed to be essential for de-
signing a good control strategy. If one knows the plant well, then it is simple
to chose the appropriate control strategy and perform the tuning of the con-
troller.

Using simple models, it was shown that both the dynamics of the ship and
the constraints on the control action play different roles under different con-
ditions, and that it is difficult, in general, to predict the overall performance
based on the results of only some sailing conditions.

The main aim of this part was to provide the designer with insight on how
the different aspects of the problem relate. As a result of this, we have also
presented a simple method that can be used to obtain an indication of the
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potential roll reduction to be expected—provided a simple linear model of the
ship and disturbances are available.



Part IV

Control System Design for Autopilot with
Rudder Roll Stabilisation and Fin Stabilisers



10

Previous Research in Control of Rudder Roll
Stabilisation and Fin Stabilisers

This chapter presents a modest review and a discussion of some of the pre-
vious research in control system design for RRS, fin and combined rudder-
fin stabilisers. The review is organised in chronological order and separated
according to the problem being addressed: rudder stabiliser and fin-rudder
stabiliser.

10.1 Rudder Roll Stabilisation in the 1970s

As mentioned in Section 6.4, it is believed that the idea of using the rudder as
a stabilisation device emerged from observations of unusual ship roll behav-
ior under autopilot operation. Taggart [215] reported one example observed
during a winter Trans Atlantic voyage of a high-speed container ship in 1967.
During this trip the characteristics of the autopilot were tested under different
conditions, and it was observed that under certain circumstances, the rudder
induced significant roll motion. Taggart planned to test the idea of using the
rudder for simultaneous course keeping and roll reduction during the following
summer crossing, but his attempt was frustrated by calm seas. Motivated by
these observations, van Gunsteren performed full-scale trials using a rudder
as a stabiliser in 1972 aboard the motor yacht M.S. Peggy in The Netherlands
[229]. The controller used was proportional to roll rate and also to yaw angle
and rate. During the trials, a roll reduction of 43% DSA1 was obtained.

In 1972, Cowley and Lambert [54] presented a study of rudder roll sta-
bilisation. They used an analog computer model and a scale model of a fast
container ship to test the hypothesis that a rudder could be used as a stabil-
ising device. The controller used consisted of an autopilot and a roll feedback
loop. The autopilot was a phase-lead compensator designed without consider-
ing the effect of roll motion. The roll loop was added after the autopilot was

1Double significant amplitude, i.e. 2 φ1/3, where φ1/3 is the average of the largest
one-third roll amplitudes.
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designed; this consisted of a simple gain feedback loop. Roll angle was used
as a feedback signal, but this produced large changes in the heading response
at low frequencies; the use of roll rate gave better results. In the scale-model
tests, the model was constrained in yaw and sway, and a moving weight was
used to simulate an irregular beam sea. The roll reductions obtained were of
20 and 30% DSA. The continuation of this work was reported by Cowley [53]
in 1974. In this, a free-running scale model was used first, and then full-scale
sea trials. Model tests in irregular quartering seas gave a roll reduction of
50% DSA. Sea trials on a container ship gave reductions of 20% in moderate
seas. The results of further full scale trials were reported in 1975 by Cowley
and Lambert [55]. The data were taken from seven Transatlantic voyages of
a container ship fitted with a rudder stabilisation system. The average roll
reduction was of 40% DSA.

Motivated by the results of Cowley and Lambert described above, and the
recommendations made by Carley and Duberley [43] for an integrated rudder
and fin control system to improve fin performance, the use of rudder stabilisers
was further explored within the naval environment in the United Kingdom.
The first of these results were reported by Carley [42] and Lloyd [139]. It
would be fair to say that neither of them envisaged a successful application
of RRS for navy vessels. Indeed, Carley provided the first feasibility analysis
on the use of rudder as a stabiliser. This was a theoretical study based on
models obtained from data of sea trials. In this study, he not only looked
at the potential of the rudder to induce roll, but also the consequences for
the steering characteristics of the vessel. The transfer functions from rudder
to roll and to heading, Gφα(s) and Gψα(s), were estimated using system
identification techniques, and the following type of controllers was used:

Cψ(s) = K1
1 + aT1s

1 + T1s
+

1
T3s

, Cφ(s) = K2
s(1 + T1s)

s2 + 2ξωφs + ω2
φ

,

where ωφ in the roll controller is the natural roll frequency of the vessel and
the last term of the heading controller (autopilot) is an optional weather-helm
term.

Using the above controllers, Carley investigated issues related to the sta-
bility of the closed-loop system and the coupling between roll and heading and
frequencies at which roll reduction could be achieved. This was done using the
sensitivity transfer functions Sψφ(s) = ψ(s)/dφ(s) and Sφψ(s) = φ(s)/dψ(s)—
see Section 8.5.1. This study recognised the limitation imposed on the control
system design due to the non-minimum phase characteristics of the rudder-
to-roll response with the possibility of roll amplification at low encounter fre-
quencies, and the trade-off between roll reduction and heading interference.

Lloyd [139] presented data from trials of a frigate, which show that forced
roll induced by rudders (in calm water) is similar in magnitude to that induced
by fins. He also presented a mathematical model, and simulation results for
rudder stabilisation that compared the roll power spectral densities for the
stabilised and unstabilised ship. The controllers used were similar to those
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used by Carley, as shown above. The highest roll reduction obtained was
40%, and this was for a simulated sailing condition of 60 deg encounter angle
(quartering seas). The work was concluded with remarks similar to those
made by Carley regarding the limitations due to the roll amplification at low
frequencies. Lloyd also made the important observation that a RRS may result
in broach-to conditions.

The research on RRS in US also started in the mid 1970s. In 1974, the
David Taylor Naval Ship Research and Development Center (DTNSRDC)
started investigations on the use of rudder stabilisers for the US Navy (USN).
In 1975, it was concluded that not all the classes had the necessary rudder-
induced roll moment necessary for achieving good performance [16]. At this
time, US Coast Guard (USCG) Hamilton cutter class was undergoing trials to
improve the helicopter-vessel interaction. These trials showed that roll stabili-
sation was an important factor in performance and safety of helicopter landing
and take-off. Since anti-roll tanks and fin stabilisers were not an economically
viable alternative, a joint USN-USCG RRS program was started in 1975.

Two prototype vessels from the USCG Hamilton class went for trials with
a RRS in 1979. The results of these trials were reported in 1980 by Baitis [12]
and in 1983 by Baitis et al.[16]. These trials went further with regards to the
evaluation of ship performance under RRS; they assessed not only the roll
reduction and heading interference, but also the increase in ship operability
with different controllers. The roll reductions reported were between 31 and
49% for beam seas, about 22% in bow seas and 28% in quartering seas. The
control scheme used a roll-rate gain loop which was added to the manual
control provided by the helmsman. The addition of a roll-angle gain loop was
also attempted and it proved to increase performance only in quartering seas.
It was concluded that unless the controller could alter the loop signals used
for feedback, it was best to use roll-rate feedback. This work also evaluated
the limitations imposed by the rudder rate. Tests with the original rudder rate
of 4.7 deg/s and a modified 21 deg/s were performed. It was shown that the
limited authority of the rudder machinery, leading to the rudder inability to
follow the commanded angle, provided significant degradation in performance;
and hence, constrained control should be used. The comment was also made
that adaptivity with respect to sailing conditions was desirable.

The above has been the literature most cited since the 1970s. It can be
argued that the limited performance obtained in these works was the result
of the simple control strategies used. As we shall see in the next section, the
introduction of digital computers in the 1980s allowed tracking the problem
using a multi-variable control framework and adaptation, with a significant
improvement in performance. This was already envisaged, however, through-
out the work reported in the 1970s.
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10.2 Rudder Roll Stabilisation in the 1980s

During the 1980s, there was a significant contribution to the problem of RRS.
Almost 25 years have passed, and still most of the citations made in the
contemporary literature regarding RRS implementations refer to the work of
the 1980s. This was the work of different research groups which targeted the
development in different countries: The Netherlands, Denmark, Sweden and
the USA.

Work in The Netherlands

One of the most significant contributions to the developments of RRS was done
by Dutch researchers. This was the result of a cooperative project between
Delft University and the Royal Netherlands Navy, which started in 1981. This
research evolved from computer simulations, to scale-model trials and finally
to full scale trials performed in 1983. Most of the work has been reported
by van der Klugt in his doctoral thesis [228], and also by van Amerongen et
al.[225].

The control design was made using LQG techniques without considering
the limitations imposed by the actuators, and then the design was modified
so as to deal with these nonlinearities. The state vector considered was x =
[v′, p, r, φ, ψ]t, where v′ is the sway velocity due to the rudder action only.

Three methods were tested to avoid saturation of the steering machinery:

• Gain scheduling
• Automatic Gain Control (AGC)
• Adaptive criterion

The hill-climbing technique was used to compute the sets of gains for different
frequencies and intensities of the wave-induced forces. These gain sets were
then used in a gain scheduling control scheme. The characteristics of the dis-
turbance were estimated using Kalman filters and this was used to change
the gains. This control approach performed well in simulations, but its per-
formance fell short of expectations during full-scale trials. In addition, it did
not guarantee that saturation of the steering machinery would not occur.

The second method used AGC to limit the action demanded from the
steering machinery. This AGC system would reduce the control command
to ensure that saturation never occurs (the philosophy is similar to that of
antiwind-up use in PID controllers). The main advantage of this is the preven-
tion of phase lag induced by rate limitations, which could lead to closed-loop
stability problems. Figure 10.1 shows a block diagram of the AGC proposed
by van Amerongen et al. The output of the controller, αc, is affected by a
gain which is adjusted according to the commanded rate. The output of the
AGC, αd, is the demand to the steering machinery. When |α̇c| is larger than
α̇max, the gain is reduced and takes values less than 1. When the condition is
reversed, the memory function brings the gain slowly back to 1—this reduces
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the phase lag. Figure 10.2 shows a simulation result which compares the out-
put of the steering machinery with and without AGC. The memory function
reduces the phase lag to minimum, and the parameter a < 1 determines the
rate of change of the gain.

Laudval and Fossen [131] proposed an improvement for the above AGC
mechanism, which they called time-varying gain reduction (TGR). In this pro-
posal, rather than reducing the values of the gain instantaneously when there
is a difference between the maximum rate allowed and the current demanded
rate, the gain is reduced when commanded action and delivered action are
different. Also, the decision about gain reduction is taken based on the be-
haviour over a time interval. This produces a smoother variation of the gains,
and better roll reduction in comparison to the AGC.

d__
dt

abs

max

Memory Function

αc
αd = α̇max

y
αc

y

ym

α̇max

α̇max
y

ym(t) = ay(t − 1)

Fig. 10.1. Automatic gain control of Van Amerongen et al.[225] to avoid saturation
of steering machinery.

The AGC action can be thought of as a reduction of all the feedback gains
simultaneously, and thus it is not necessarily the best solution.

The final proposal of the Dutch group was an adaptive scheme to change
the weighting coefficients in the cost function used for the LQG problem. By
applying appropriate filtering, a frequency separation was obtained, and total
rudder angle was separated into two components: αc = αφ + αψ. These two
components were obtained by solving two LQG problems; i.e. the total cost
was of the form
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J = λφJφ + Jψ,

where
Jφ = qpvar[p] + qφvar[φ] + var[αφ],

and
Jψ = qψvar[δψ] + var[αψ],

with the variances interpreted as

var[y] = E[y2] ≈ lim
T→∞

1
T

∫ T

0

y2(t) dt.

The parameters qi were fixed, and the parameter λφ, was adapted online based
on speed, maximum rudder angle allowed, max rudder rate, max heading
deviations, etc. This adaptation is done slowly, and once a new λφ is obtained,
the Ricatti equations associated with the LQR problem are solved online using
a state-space representation based on the innovations. The control law was of
the of the form

αc = Kφ · [v′, p, φ]t + Kψ · [r, δψ]t.
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Full-scale trials with the gain scheduling scheme combined with the AGC gave
roll reductions of up to 65% for conditions in which the encounter frequency
was close to the roll natural frequency. However, at higher and low encounter
frequencies, the performance deteriorated as expected—see Chapters 8 and 9.

Work in Denmark

The Royal Danish Navy introduced RRS on the SF300 vessels, which are
relatively fast monohull patrol vessels. These vessels have three rudders and
three propellers, and the two wing rudders are used for RRS. The development
was a collaboration between the Navy and a private shipyard. The results of
some tests were presented by Blanke et al.in 1989, [34].

The controllers were designed using LQG techniques considering a single
multi-variable system. Investigation into the possibility of decoupling the roll
from the yaw for control design led to the conclusion that this was not viable
for these vessels. An adjustment was introduced for the operator to decide
on roll reduction vs. heading interference. On the one extreme, the control
objective was only to keep the course, while on the other, it was only to reduce
the roll—similar to the approach used in our study performance limitations
in Chapter 8, cf. (8.45).

It was noticed that when sailing at low speeds, the control command could
saturate the steering machinery, leading to phase lags between the desired rud-
der angle and that achieved—which decreased the performance. To address
this issue, an AGC mechanism was used. Regarding filtering, the yaw sig-
nal was filtered with a nonlinear high-gain observer to eliminate the wave
frequency so only the low-frequency components were used as a heading feed-
back signal for the autopilot. For the roll angle and rate signals, the filtering
was kept to a minimum to avoid delays which could affect the performance.

The performance reported during initial tests for moderate sea states was
in the range of 50–60% for beam and quartering seas and between 35–40%
for quartering seas. However, further work on these vessels was reported by
Blanke et al.in 2000 [32], due to the lower performance recorded during opera-
tions. The SF300 is a multi-role naval vessel; and as such, significant variations
in the loading conditions can be expected for the different missions performed
by the vessel. This, in addition to a motion spectra different than those an-
ticipated during the control system design, resulted in a performance lower
than expected. Experience from data collected on operations in inner Danish
waters showed that the wave spectra can have a significant spreading and
more energy at low frequency than the idealised spectra commonly used for
design in naval architecture—see Section 2.5. The controller design was then
reassessed.

This time, the H∞ approach was taken. The desired rudder angle was
separated into two components αd = αφ + αψ, where

αφ = kr urel
s2 + 2ξzωzs + ω2

z

s2 + 2ξpωps + ω2
p

(τpp(s) + φ̃(s)),



200 10 Previous Research in Control of Rudder Roll Stabilisation and Fin Stabilisers

where φ̃ was the high-pass filtered roll angle. The autopilot control was non-
linear with appropriate gain scheduling according to the speed of the vessel
and the thrust of the propulsion devices:

αψ = f(r, δψ, u),

see [32] for further details.
The control design objective was to achieve 50% reduction in most sailing

conditions and for the speed envelope of the operations performed by the ves-
sels. Because of the widely varying conditions, the controller could be switched
manually according to the wave period estimated by the operator: 8 s, 10 s, 12
s and 15 s. A sketch of the roll sensitivity functions is shown in Figure 10.3.

|S
φ

φ
(j

ω
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ω
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0.5

Fig. 10.3. Sketch of sensitivity functions of selective controllers switched according
to the prevailing wave period. Blanke et al.—see [32].

If the wave period exceeded 20 s, the stabiliser was switched off—in these
conditions, the roll reduction vs. heading interference was too big for this par-
ticular ship. A self-tuning procedure was also used to determine the location
of the complex poles of the roll controller. This auto-tuning was run in calm
water.

Work in Sweden

Källström et al.[120], reported the implementation of RRS on ships of the
Royal Swedish Navy (RSN). The system evolved into a commercial product
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called ROLL-NIX. This system was designed for use on straight courses; it
switched off automatically when major manoeuvring was required, and back
on when the vessel resumed a steady course. This ensured no interference with
manoeuvring in situations requiring rapid course changes.

The control algorithm was based on LQG, and incorporated adaptation
mechanisms to cope with different weather conditions. During 1987, two types
of vessels from the RSN were fitted with ROLL-NIX. These were a fast attack
craft (35 m long, 170 m3 of displacement) and mine layers (100 m long, 3300
m3). The performance of the attack craft was in the range of 45–60% for
beam and quartering seas in weather conditions of 4, 5 and 6 Beaufort scale
at a speed of 27 kt. The results on the mine layer HMS Carlskrona was in
the range of 40–45% for beam and quartering seas in weather conditions of 4
Beaufort scale at the speed of 16 kt.

Work the USA

As already mentioned, the work on RRS in the USA started during the 1970s,
and the first generation of analog controllers gave roll reduction in the range of
30–40% for the coast-guard WECH Hamilton class cutters—see [16]. A second
generation of digital controllers was introduced in 1987, and gave performances
of up to 70% of roll reduction using a modified steering machinery system [15].
From 1977 to 1986, the only vessels operating with RRS in the USA were the
coast-guard cutters. After this, the US Navy renewed its interest in RRS and
tests were extended in destroyers; some results were reported by Baitis and
Schmidt in 1989 [15]. The signal from the rudder stabiliser controller was
added to the signal generated by the autopilot or by manual steering. Roll
reductions of 40% RMS were obtained for the destroyers. From the results
obtained with these vessels, it was concluded that a good rule of thumb is
that 40% of roll reduction could allow the vessel to sustain the operational
capacity at one sea state higher—see [15]. The use of RRS within the US
Navy has grown since and nowadays several classes are equipped with these
systems—see [244].

10.3 Rudder Roll Stabilisation in the 1990s

During the 1990s, there was significant research activity on the theoretical
aspects of the problem. In particular, the robustness properties of the con-
troller and adaptive techniques gained much attention. Several different con-
trol techniques were proposed, but only a few full-scale implementations were
reported.

Blanke and Christensen [33] studied the sensitivity of the performance
of LQ control to variations in the coupling coefficients of the equations of
motion. They used a linear model based on the hydrodynamic data estimated
during the design stage of the SF300 vessels—this is the model presented
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in Section 4.3.4. Using a simple multi-variable LQ controller, they defined a
nominal design, and analysed the changes in performance due to changes in
the following parameters of the model: U—speed; Kp—roll moment due to roll
rate; Np—yaw moment due to roll rate; and V CG—vertical centre of gravity.
It was found that small changes in these parameters can modify the dynamic
response of a vessel significantly. Further work based on sea trials of sister
ships with modifications in the appendages and different load conditions was
reported by Blanke in 1996 [31]. It was found that the influence of the linear
roll damping coefficient Np was quite significant—and this parameter changed
with the location of the bilge keels. In this work, a model for structured
uncertainty was also proposed.

Källström and Schultz [117], and Källström et al.[150], described further
the merits of ROLL-NIX and its adaptive properties. In these works, it was
mentioned that a prediction mechanism is used in ROLL-NIX to produce a
rudder action based on predictions of the roll angle, and that this improves the
roll reduction significantly—unfortunately, there is not much detail available
on the actual control strategy because of commercial issues. Zhow et al.[242],
proposed the use of recursive prediction error methods to identify the rud-
der to motion response and combine this with an LQG controller. Katebi et
al.[122], also proposed the use of LQG. Hearns and Blanke [100, 101] proposed
the use of Quantitative Feedback Theory to design cascade SISO controllers
for roll and yaw which targeted the problem of uncertainty in the model.
Stoustrup et al.[214, 205] specified the control system requirements in the
frequency domain, and adopted H∞ optimisation. They compared the perfor-
mance of H∞ controller with that of an LQ controller, and found that for the
former, the roll angle amplification at low frequencies is less than that for the
LQ controller. Yang and Blanke, [240] incorporated the uncertainty models—
proposed by Blanke in [31]—into the robust control design framework, and
used µ-synthesis. Laudval and Fossen [130] took the nonlinear approach and
proposed the use of sliding mode control. This is, perhaps, the only reference in
the literature that uses a nonlinear model for the design. The main reason for
the adoption of linear models is that RRS is mostly used in course-keeping op-
erations, and thus, only small deviations from the steady-state course should
be expected.

A stochastic approach based on autoregressive models was proposed by
Oda, et al.[167, 164], and Sasaki et al.[196]. Full-scale implementations were
reported by Oda et al.[165, 166]. A multi-variable autoregressive model was
first identified from data collected in calm water, and then an LQ optimal
control problem was solved to obtain the control gains. The modelling and
control design of this approach fall into the framework of Generalised Pre-
dictive Control (GPC), which can be reduced to a LQG problem—see [29].
In order to avoid the saturation of the steering machinery, the cost function
minimised included a term that penalised the rate of rudder motion.
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10.4 Rudder Roll Stabilisation from 2000 to 2004

Blanke et al.[32], presented the continuation of work on the SF300 vessels,
which used different controllers manually switched according to the wave pe-
riod observed by the operator. This allowed the control system to cope with
sea spectra that are broader and have more low-frequency content than those
normally used in preliminary control and ship design—more comments on this
work were made in Section 10.2.

Perez, et al.[179], proposed the use of constrained model predictive control
(MPC) as a natural extension for the successful implementations reported in
the 1980s [228, 225, 34]. In this approach, the constraints on the magnitude
and rate of the rudder are incorporated ab initio into the design, while the
benefits of quadratic cost (LQ control) that captures the performance of the
system in terms of the variances of roll, yaw and rudder angle is preserved.
The proposed method also used an optimal predictor—a shaping filter which
represents the wave induced roll model. This filter is used to predict future roll
angles and roll rates, and can be thought of as a feed-forward mechanism—
thus, the control action is decided upon current and future (predicted) values
of the disturbance. In [179], the parameters of the predictor filter were assumed
known, but this assumption was removed in [178], where a quasi-adaptive
method was proposed. With this method the estimation of the parameters of
the predictor is performed in open loop before switching the controller on—
a quasi-adaptive strategy. This extension allows the control strategy to be
adaptive with respect to changes in the sea state, and sailing conditions (speed
and heading). A shortcoming of this approach, however, is that it requires
opening the loop to re-estimate the parameters of the wave-induced roll model.
This method will be presented and extended to avoid the mentioned problem
in Chapter 12.

Tzeng et al.[221], proposed the use of Internal Model Control—see, for
example, [89]. In this approach, the shape of a desired roll sensitivity transfer
function is selected, and then this is approximated by designing a controller
using the Youla parameterisation of all stabilising controllers—see, for exam-
ple, [89]. The design of roll and heading controllers was done independently,
and the control commands were added together. To avoid saturating the steer-
ing machinery, an anti-windup scheme was used to reduce the output of the
controller if there is a difference between the the rudder command and the
actual rudder angle—the philosophy is similar to that of the AGC scheme
proposed in [228, 225, 131].

In conventional autopilot design, the measured yaw angle and yaw rate
are filtered to remove the wave-frequency components and leave only the low-
frequency content for use as feedback signal for the autopilot to generate
corrections—we will further discuss this in Section 12.6. This way, losses in
terms of resistance and wear of the actuator are minimised because the autopi-
lot does not correct the heading at every single wave [30]. Nicolau and Ceanga
[161], proposed a roll damping system that uses only raw measurements of yaw
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angle for the autopilot, and corrects the rudder command generated such that
those commands that tend to increase the roll are eliminated. The system has
a fuzzy analyser that, according to certain rules, modifies the command gen-
erated by the autopilot based on measurements of roll angle and roll rate. The
roll reductions reported were about 15%.

10.5 Work on Fin and Combined Rudder and Fin
Stabiliser Control

From the control system design point of view, the problem of control of fin sta-
bilisers is relatively simpler than that of rudders stabilisers. The main reason
for this is that the design can be performed by decoupling the roll from the
other equations of motion; and, in general, the non-minimum phase dynamics
do not affect the design—NMP dynamics appear only if the fins are located
aft from LCG, see Section 8.7.

Because of this, classical PID and H∞ types of controllers usually perform
well [104, 103, 105, 102, 123], and most of the early literature on fin stabili-
sation focused strongly on the hydrodynamic aspects of the fins, fin size and
location rather than control design [4, 52, 138, 14, 140, 59]. This research con-
tinues to date due to tendency of fins to develop dynamic stall conditions in
moderate to severe sea states [80]. This latter work has motivated the control
strategy proposed in Chapter 13.

As mentioned above, the traditional approach for the design of fin sta-
bilisers consists of using the decoupled roll motion equations. Despite this,
Carley and Duberley, [43], observed in 1972 that the cross-coupling between
roll, sway and yaw often reduces the performance of the fins, and therefore
if the system as a whole is to operate optimally, and integrated control for
rudder and fin should be considered. This way, the autopilot action does not
counteract the action of the fins with regards to roll. This together with the
developments of RRS has motivated a wealth of research into the combined
rudder-fin stabilisation.

The work on control of combined fin-rudder stabilisers has reported the
use of PID controllers [102, 56, 219, 57], LQG controllers [119, 202] and H∞
[95, 206, 205, 207, 191, 57, 219]. Tzeng and Wu, [222], however, proposed
the use of internal model control based on the decoupled roll model. Perez
and Goodwin [175, 178], proposed the use of constrained MPC as a natular
extension of their work on RRS. This work reviewed in Chapter 13.

10.6 Main Issues Reported in Previous Work

From the review provided in this chapter, it follows that the main issues
subject to research interest since the first implementations were reported are
the following:
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• Mechanisms to deal with input constraints,
• Adaptive methods to address changing in the sea states,
• Robustness issues regarding changes in ship dynamic response due to speed

and load variations.

In the final chapters of this book, we propose a solution that addresses most
of these issues in a unified framework. Indeed, our proposal allows one to
incorporate input and output or state constraints. We also use an adaptive
method to update the part of the controller which uses a disturbance model
according to the sea state and sailing conditions. Robust and adaptive design
to address changes in the ship dynamic behaviour due to speed and load
condition changes can be addressed in a gain scheduling like formulation. The
Next chapter provides the background material for the development of the
proposed solution.



11

Constrained Control via Optimisation

When the performance of a controlled physical system is to be maximised,
dealing with actuator saturation and, perhaps, constraint violation often be-
comes unavoidable. As introduced in Chapter 9 (Section 9.1), actuator satu-
ration occurs when the actuator fails to deliver the commanded action, i.e.
when the control action differs from the control command. This effect ap-
pears when the control strategy does not contemplate the fact that actuators
have limited authority, and the consequences are, in general, a degradation
of the closed-loop performance, a reduction of the lifespan of the actuator
and, in some cases, stability problems. For example, in the case of RRS, if
we look at the effect of rate constraints imposed by the rudder machinery on
the rudder angle shown in Figure 5.13, it follows that the peaks of rudder
angle could be significantly delayed with respect to the peaks of the com-
manded angle. This can cause the rudder moment to be more in phase with
the motion rather than out of phase, and thus create stability problems—roll
amplification, rather than reduction.

Apart from actuator saturation, most controlled systems are required to
operate at the limits of their capabilities so as to maximise performance.
This is reflected in specifications that require quantities of the system (states,
inputs, outputs or combinations of these) to be within certain limits, and often
as close as possible to those limits. If all these limits are to be satisfied, then
the control command typically needs to be constrained: a constrained control
strategy should be applied. Constrained control has a long history in practice
[22] and it has gained a great deal of attention from the research community
during the past three decades [147, 109, 141].

This chapter provides an introduction to the topic of constrained control.
In particular, we will concentrate on model predictive control (MPC) strate-
gies. It could be inferred from the development of the book thus far, that we
are ultimately aiming at formulating a constrained control problem within a
stochastic framework.
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11.1 Constraint Classification

Constraints, in the context of this chapter, are expressed in terms of limits
on the magnitude of the quantities and signals involved in the control system
and/or their time derivatives or time differences. Within this framework, we
can first classify constraints into two groups: hard and soft . Hard constraints
are those limits imposed by either physical characteristics of the system to be
controlled or safety reasons. Hence, hard constraints must never be exceeded.
Soft constraints, on the other hand, may be exceeded, temporarily, without
any consequences other than poor performance.

A second classification of constraints refers to what type of quantity or
signal in the system is constrained. If constraints are imposed so as not to
saturate the actuators, the constraints are normally called input constraints.
If the constraints are imposed on a state or output variables, the constraints
are called state or output constraints respectively.

11.2 Different Approaches to Constrained Control
Problems

The strategies to deal with constrained control problems can be broadly clas-
sified into four categories, which we call [91]:

• Serendipitous,
• Cautious,
• Remedial,
• Tactical.

In the serendipitous case, large control action is allowed despite the constraints
and operative conditions near and/or on the constraints. This strategy simply
ignores the constraints in the design; perhaps because operating conditions
near or on the constraints are seldom encountered, or because these situations
do not degrade the performance—a rather exceptional situation.

In the cautious case, the control action is reduced such that situations in
which the system operates close to the constraints are always avoided. This
implies that the design can be considered in a linear framework. The price to
be paid for this is, often, poor performance for not exploiting the full potential
of the control action. An example of this approach can be the control strategy
presented by Oda et al.[165, 166] in which a high weighting is used to penalise
the control in the cost of the associated optimal control problem to ensure that
saturation does not occur. Another example is the use of the IVC technique
presented in Chapter 9 to design LQG controllers, in which the problem can
be formulated such that saturation occurs with a certain (low) probability.

In the remedial case, the design is initially performed without considering
the constraints, and usually within a linear framework. Then, special features
are added to ensure that the constraint requirements are met. Examples of
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these strategies are AGC—(automatic gain control) and the classic methods
of anti-wind-up. The latter strategies have long been used in practice due to
their simplicity [22, 125, 61, 171].

Finally, in the tactical case, the constraints are included into the control
design ab initio, and operating conditions on, or near, the constraints are
contemplated. As a consequence, these strategies generally accomplish the
best performance and yield very profitable results. The most widely adopted
of these strategies are the, so-called, model predictive control (MPC) or model-
based predictive control strategies.

In the sequel, we will discuss the underlying ideas of MPC and its heuris-
tics. This strategy results from a special implementation of the solution
of a discrete-time sequential-decision problem. We will henceforth focus on
discrete-time problems.

11.3 Finite-horizon Sequential-decision Problems

Sequential-decision problems are characterised by three elements: a dynamic
system, a set of constraints and a cost to be minimised [24]. A general form
for the dynamic system can be represented by

xk+1 = f(xk,uk). (11.1)

The variable xk is the value of the state at the instant tk. The variable uk is
the control action at the instant tk. The control here is the decision variable
to be selected at the time or stage k. Finally, the function f(·, ·) specifies the
transition or evolution of the system under the decisions made at the different
stages.

The set of constraints is usually specified by the two sets in which the
state and the control should take values:

xk ∈ Xk uk ∈ Uk. (11.2)

The cost is a mathematical expression that characterises deviations from the
desired performance or a desired outcome; and hence, should be minimised.
Further, the cost is assumed to be additive in the sense that the cost incurred
at stage k is gk(xk,uk), and it accumulates over future stages, i.e. the total
cost is of the form

gT (xN ) +
N−1∑
k=0

gk(xk,uk), (11.3)

where gT (xN ) is a terminal cost incurred at the end of the optimisation horizon
N .

The optimisation is performed over the control moves u0, . . . ,uN−1, and
each of these control moves is selected with knowledge of the state xk (as
we shall see this can be relaxed). In this class of problems, decisions must
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be made at several stages—the present stage, k = i for i ∈ {0, . . . , N − 1}
and future stages, k = N − i, . . . , N . Consequently, if the total cost is to be
minimised, then one must balance the desire of minimising the cost associated
with the current decision against the desire to avoid high costs in the future
[25].

There are two alternatives to solve the class of problems described above
[26]:

1. Open loop,
2. Closed loop.

In the open-loop minimisation, all the control values or control moves are
selected at once at the initial stage k = 0, i.e. the solution is of the form

Uopt = {uopt
0 , . . . ,uopt

N−1}.
The closed-loop minimisation, by contrast, seeks the optimal control policy
(a sequence of functions)

Πopt
N = {πopt

0 (·), . . . ,πopt
N−1(·)},

such that uk = πopt
k (xk) for each possible value of xk.

For deterministic problems with state measurements (complete state in-
formation), the above two options lead to the same values of the optimal
controls; their implementation, however, is different. The preference for im-
plementing one method or the other may depend on different factors that we
will comment on later in Section 11.7. When uncertainty is present, however,
the difference between the two approaches may be significant. This is because
the information contributed by the measurements up to the stage k can be
used to determine the control action at this stage [26, 24].

11.4 Infinite Horizons and Receding-horizon
Implementation

To solve practical problems which require control over a long period of time,
one would have to consider a sequential-decision optimal control problem over
an infinitely long future horizon. In these cases and for the problem considered
here, the only viable option is to search for the optimal control policy rather
than the sequence of control values. As it occurs, whenever this problem has
a solution, the elements (functions) of the optimal policy are all the same
(stationary policy). One particular example is the case of unconstrained linear
systems with quadratic cost—known as LQR control.

For a more general class of problems, however, the solution may not be easy
to find. An approach to deal with these problems, in an approximate manner,
is to consider a finite-horizon problem and implement a Receding-Horizon
(RH) feedback strategy based on the solution of the finite-horizon problem.
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This type of solution can be implemented in two different ways depending
on the approach used to solve the associated finite-horizon problem. Indeed,
one way of implementing a RH solution is to obtain the control policy Πopt

N

solution for a finite-horizon problem and then use the first element of the
solution sequence as feedback control law, i.e.

uk = KN (xk) = πopt
0 (xk), for k = 0, 1, . . .

We will refer to this implementation as the explicit RH implementation. The
subscript N indicates that the control law has been obtained by solving a
problem of horizon N . In this case, the feedback control law implemented,
KN (·), takes into account N future actions from the current stage, and it is
implicitly assumed that the influence of the actual decision on those beyond N
future stages is summarised by an appropriately chosen terminal cost. There-
fore, by using a large horizon for the associated finite-horizon problem one
can hope to obtain a reasonable approximation to an infinite-horizon prob-
lem. For further details about RH control and also for the continuous time
formulation, see, for example, [47] and references therein.

The other alternative for the implementation would be to select the se-
quence of control values that solves an open-loop minimisation based on the
current information, and apply the first control move to the plant. Then, re-
peat the optimisation once new information is available (measurements). This
process continues indefinitely. In this case, the feedback control law KN (·) is
implicitly defined, i.e. only its value is known for the given value of the state
xk. Thus, we will refer to this implementations as the implicit RH implemen-
tation.

The main difference between these two implementations is that the im-
plicit case uses online optimization to evaluate a function KN (·). The main
advantage of the implicit RH-implementation is that it often can be used in
problems for which the (offline) computation of the control policy is difficult or
even impossible—constrained control problems, generally, fall into these kind
of problems. This method, however, poses an implementation problem since
the length of the horizon cannot be chosen arbitrarily large. This is limited by
the computer power and sampling period requirements, i.e. large horizons are
only viable provided the optimisation problem can be solved in time before
the next control should be updated.

11.5 Model Predictive Control

To date, the heuristics of model predictive control used in most practical
applications consist of an implicit RH implementation of the solution of a
finite-horizon open-loop sequential-decision problem. However, in some cases,
the explicit receding horizon implementation can be used; this is the case of
constrained LQ-control—See comments in Section 11.7.
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The most important feature of MPC is its ability to handle multi-variable
constrained control problems with different types of constraints for which
offline computations of a control law are in general impossible to obtain. Be-
cause of this, MPC has become an indispensable tool in industrial control
engineering and the method of choice for advanced control applications [141].
Numerous surveys about MPC have appeared in the literature—see, for ex-
ample, [49, 81, 154, 183, 147, 141].

The key elements of an MPC algorithm (in a deterministic framework)
can be summarised as follows:

• A model for predicting the future response of the system over a prediction
horizon N (number of samples or sample periods) given the initial state
x0 = x

xk+1 = f(xk,uk) for k = 0, . . . , N − 1.

• Sets of state and input constraints

xk ∈ Xk uk ∈ Uk.

• A cost function

gT (xN ) +
N−1∑
k=0

g(xk,uk).

• An algorithm for solving, online, the associated optimal problem of min-
imising the cost subject to the constraints and obtain the sequence of
control moves1.

Uopt = {uopt
0 , . . . ,uopt

N−1}.
With all the above ingredients, the following steps are envisaged to calculate
the control at each stage k (sampling instant) for the RH implementation:

1. Measure the state xk of the system, and use this state to initialise
the open-loop optimisation problem: x0 = xk.

2. Solve the open-loop finite-horizon optimisation problem using x0 to
obtain

Uopt = {uopt
0 , . . . ,uopt

N−1}.
3. Apply the first element of the control sequence as the current control

action uk = uopt
0 .

The above steps are then repeated indefinitely at all subsequent stages (sam-
pling instants).

1In this book, we assume that the controlled system and its model are time
invariant. Therefore, at each stage, the optimisation problem can be considered
starting from 0 and extending until N − 1.
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11.6 Constrained Linear Systems

As a model for the plant or system to be controlled, we consider the following
discrete-time and time-invariant linear system, given in a state-space form

xk+1 = Axk + Buk. (11.4)

We assume that xk ∈ R
n is available to implement the control (perfect state

information), and the control move uk ∈ U ⊂ R
m for all k. The set U is

a convex and compact set that represents the constraints on the input. We
further assume that the pair (A,B) is stabilisable.

As already mentioned, most MPC strategies or algorithms solve the associ-
ated finite-horizon problem numerically at each sampling time. This procedure
can be performed because of the deterministic nature of the problem. Indeed,
given the initial state x0 = x, the future states of the system up to N can be
obtained as a function of the sequence of control moves UN by projecting the
Model (11.1) forwards in time. Using this, the problem is transformed into
the problem of minimizing a quadratic function with respect to the sequence
UN subject to the constraints uk ∈ U on each element of uk in the sequence
UN . To show this we first need to define the finite-horizon problem utilized
in this formulation.

Definition 11.1 (Finite-horizon Optimal Control Problem (Sequence
Solution)). Given an initial state x0 = x, the problem considered is that of
finding the optimal sequence of control values

Uopt
N = {uopt

0 ,uopt
1 , . . . ,uopt

N−1}, (11.5)

such that
Uopt

N = arg min
UN∈UN

VN (x,UN ); (11.6)

subject to

xk+1 = Axk + Buk, for k = 0, . . . , N − 1 (11.7)
x0 = x. (11.8)

where UN denotes the set of all admissible N-sequences of control values in
which ui ∈ U for i = 0, . . . , N − 1, and the scalar positive real value cost
function VN over a finite horizon N is given by

VN (x,UN ) = gT (xN ) +
N−1∑
k=0

g(xk,uk) , (11.9)

with

gT (xN ) = xt
NSxN

g(xk,uk) = xt
kQxk + ut

k(xk)Ruk(xk) ,
(11.10)
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and S,R > 0, Q ≥ 0.
Further, the resulting optimal cost is denoted by V opt

N (x), i.e.

V opt
N (x) = min

UN∈UN

VN (x,UN ), (11.11)

The solution of the above problem can be found as follows. By defining the
vectors

X =

⎡⎢⎢⎢⎣
x1

x2

...
xN

⎤⎥⎥⎥⎦ and U =

⎡⎢⎢⎢⎣
u0

u1

...
uN−1

⎤⎥⎥⎥⎦ , (11.12)

the response of the system over the horizon N can be expressed as a linear
combination of the initial state x0 and the vector U

X = Ax0 + BU, (11.13)

with

A =

⎡⎢⎢⎢⎣
A
A2

...
AN

⎤⎥⎥⎥⎦ , B =

⎡⎢⎢⎢⎣
B 0 · · · 0

AB B · · · 0
...

...
. . .

...
AN−1B AN−2B · · · B

⎤⎥⎥⎥⎦ . (11.14)

The Cost (11.9) can then be expressed as

VN (x0, U) = xt
0Qx0 + XtQX + UtRU, (11.15)

where

Q = diag{Q, . . . ,Q,S} , (11.16)
R = diag{R, . . . ,R}. (11.17)

By substituting (11.13) into (11.15) we obtain

VN (x0,U) = xt
0 Y x0 +

1
2
Ut HU + Ut Fx0 , (11.18)

where

Y = Q + At QA, (11.19)
H = 2(R + Bt QB), (11.20)
F = 2At QB. (11.21)

The different types of constraints on the inputs uk and constraints on the
some outputs, e.g. yk = Cxk, can be expressed as a linear inequality on U.
For example, consider the following input and output constraints:
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umin ≤ uk ≤ umax; k = 0, 1, . . . , N − 1 (11.22)
ymin ≤ yk ≤ ymax; k = 1, 2, . . . , N − 1 (11.23)

∆umin ≤ uk − uk−1 ≤ ∆umax; k = 0, 1, . . . , N − 1. (11.24)

These can be taken into the following form

LU ≤ M. (11.25)

As an illustration for the single-input single-output case, L and K take the
following form:

L =

⎡⎢⎢⎢⎢⎢⎢⎣
I

−I
D

−D
W

−W

⎤⎥⎥⎥⎥⎥⎥⎦ K =

⎡⎢⎢⎢⎢⎢⎢⎣

Umax

Umin

Ymax

Ymin

Vmax

Vmin

⎤⎥⎥⎥⎥⎥⎥⎦ (11.26)

where I is the N×N identity matrix and W is the following N×N matrix

W =

⎡⎢⎢⎢⎣
I 0 · · · 0
−I I 0
...

. . . . . .
...

0 · · · −I I

⎤⎥⎥⎥⎦ . (11.27)

The matrix D is the following N × N matrix:

D =

⎡⎢⎢⎢⎣
CB 0 · · · · · · 0

CAB CB · · · · · · 0
...

. . . . . . . . .
...

CAN−1B · · · · · · CAB CB

⎤⎥⎥⎥⎦ (11.28)

and

Umax =

⎡⎢⎣umax

...
umax

⎤⎥⎦ Umin =

⎡⎢⎣−umin

...
−umin

⎤⎥⎦ (11.29)

Vmax =

⎡⎢⎢⎢⎣
u−1 + ∆umax

∆umax

...
∆umax

⎤⎥⎥⎥⎦ Vmin =

⎡⎢⎢⎢⎣
−u−1 − ∆umin

−∆umin

...
−∆umin

⎤⎥⎥⎥⎦ (11.30)

Ymax =

⎡⎢⎢⎢⎢⎣
ymax − CAx0

...

...
ymax − CAN−1x0

⎤⎥⎥⎥⎥⎦ Y min =

⎡⎢⎢⎢⎢⎣
−ymin + CAx0

...

...
−ymin + CAN−1x0

⎤⎥⎥⎥⎥⎦ (11.31)
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and umax, umin, ∆umax, ∆umin, ymax, ymin are the upper and lower limits on
uk, (uk − uk−1) and yk respectively.

The optimal solution is then given by the following quadratic programme
(QP) [36, 27]:

Uopt = arg min
U

1
2
UtHU + UtFx0

s.t. LU ≤ M.

(11.32)

The formulation presented in this section for deterministic linear systems
with quadratic costs and polytopic type of constraint sets results in a quadratic
programme, and can be referred to as a QP-based MPC or QP-MPC. This is
to distinguish it from other formulations of MPC in which the cost is modi-
fied such that it increases unboundedly when U approaches the constraints,
and using this modified cost, an unconstrained minimisation is required. This
formulation will not be considered here; however, the reader is referred to, for
example, [141] and [239].

11.7 Explicit and Implicit Implementations of QP-MPC

To date, most practical implementations of MPC use the implicit RH, which
requires solving the optimisation problem online. However, for MPC formula-
tions resulting in a QP, the explicit solution is also available [21, 20, 113, 200].
In this case, the solution is piece-wise affine and defined over a partition of
the state space:

uopt
k = KN (xk) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
G0 xk + h0 if xk ∈ X0,

G1 xk + h1 if xk ∈ X1,
...

...
GL xk + hL if xk ∈ XL,

(11.33)

where L depends on the length of horizon N and the type of constraints being
considered. This solution has contributed significantly to the understanding
of the underlying structure of MPC for the class of problems considered.

In principle, it would seem that the explicit implementation requires less
online computation because the control law is determined offline and the on-
line part consists only of evaluating the correct expression. However, a look-up
table mechanism needs to be implemented online to find in which region Xi

(i = 0, 1, . . . , L) the measured state xk is, and thus evaluate the correct ex-
pression in (11.33). The computational advantage of this over solving a QP
online has not been yet established in general.
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If online tuning is required or some type of adaptation is needed, the
implicit implementation is preferred because the offline part of the explicit
implementation (Gi,hi,Xi) needs to be recomputed every time a part of the
model, the parameters of the cost or the constraints change—and this may
require a long time (with respect to the sampling period). In addition, the
implicit implementation allows tightening the constraints online. Therefore,
it provides a simple way to achieve control reconfiguration in the case faults.
As discussed in [141], if, for example, one actuator fails, one could set the
constraint of the signal associated with the failing actuator to zero and solve
the optimisation problem with this new constraint.

Although the above argument seems to indicate that the implicit imple-
mentation is preferable, the benefits of the explicit implementation cannot be
ruled out for some particular applications. For a further discussion see [91].

11.8 Stability of Model Predictive Control

An important property of any control law is whether closed-loop stability can
be ensured. Because “optimality” does not, by itself, guarantee stability, the
latter needs to be independently established [121] [193]. In this regard, it is
interesting to note, however, that the absence of a formal proof of stability for
MPC has not historically hindered its use in practical applications. Indeed,
constrained MPC has been used in industry for more than three decades, yet
formal proofs of stability have appeared only in recent times.

A great deal of the MPC literature has focused on establishing sufficient
conditions for stability. This has evolved, essentially, into a number of dif-
ferent proposals for model predictive control, with their specific properties
and ingredients to guarantee stability of the algorithms. Mayne et al.[147]
and Mayne [148] have recently presented the state of the art in this area of
on going research activity. These works distill the common ingredients that
characterise the different forms of stability proofs for MPC reported in the
literature.

In this section, we review the elements of the problem that allow one to es-
tablish stability of the RH implementation using the classical proof prototype
[147].

A standard technique to analyse MPC stability, proposed originally in [47]
and later generalised in [124], is to use the value function of the finite-horizon
optimal control problem as a Lyapunov function for the closed-loop system.

The elements of the optimal control problem that affect closed-loop sta-
bility are:

• The terminal cost gT (·).
• A terminal constraint set XT .
• A local stabilising controller KT (x) that gives positive invariance of XT ,

i.e. for any state x in XT , the successor state x+ = f(x,KT (x)) is also in
XT .
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It has been shown in [147] that the following conditions are sufficient for
stability:

1. XT is closed, 0 ∈ XT and XT ⊂ X (the state constraints X are satisfied
in XT ).

2. KT (x) ∈ U for all x ∈ XT (input constraints are satisfied in XT ).
3. gT (·) is a local Lyanpunov function for all x ∈ XT .

How to arrive to these conditions is indicated in the following.
Consider the time-invariant discrete-time system x+ = f(x,u), which sat-

isfies f(0, 0) = 0 with the associated cost

VN (x,U) = gT (xN ) +
N−1∑
k=0

g(xk,uk), (11.34)

where g(·, ·) ≥ 0. Under regularity assumptions, the value function V opt
N (·) =

minU∈U VN (x,U) is positive definite and proper: V opt
N (x) → ∞ when ‖x‖ →

∞. Therefore, it can be used as a Lyapunov function candidate.
Recall that at event k, the measurement of the state assumes a value, say

x, and then MPC solves for the sequence of control values

Uopt(x) = {uopt
0 (x), . . . ,uopt

N−1(x)}.

Let us assume that x ∈ XN , where XN is the set of all the states that can
be steered to XT by application of admissible control sequences of the form
U = {u0, . . . ,uN−1}. The MPC controller u = KN (x) = uopt

0 (x) steers
the initial state to the successor x+ = f(x,KN (x)). Now we seek a feasible,
though not necessarily optimal, sequence U∗, such that VN (x+,U∗) is an
upper bound for V opt

N (x+).
Since {uopt

0 (x), . . . ,uopt
N−1(x)} is feasible, and the final state xN obtained

by application of such sequence lies in XT (because x ∈ XN ), then the short-
ened sequence {uopt

1 (x), . . . ,uopt
N−1(x)} would steer x+ to the same final state

xN ∈ XT . If conditions 1 and 2 above are satisfied, then, the following is a
feasible sequence for the problem starting at x+:

U∗ = {uopt
1 (x), . . . ,uopt

N−1(x),KT (xN )}.

Then, it follows that

VN (x+,U∗) = V opt
N (x) − g(x,KN (x))

− gT (xN ) + g(xN ,KT (xN )) + gT (f(xN ,KT (xN ))).

This cost, which is an upper bound of V opt
N (x+), satisfies

V opt
N (x+) ≤ VN (x+,U∗) ≤ V opt

N (x) − g(x,KN (x))

provided that
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gT (f(xN ,KT (xN ))) − gT (xN ) + g(xN ,KT (xN )) ≤ 0∀ x ∈ XT .

The latter yields the condition 3, and then stability follows from Luapunov
arguments with domain of attraction XN :

V opt
N (x+) − V opt

N (x) ≤ −g(x,KN (x)).

For linear systems, the terminal cost function is typically chosen to be the
value function of the infinite-horizon unconstrained optimal control problem
(LQR), i.e. gT (x) = xtSx where S is the solution of the associated algebraic
Riccati equation; and the terminal constraint set is chosen to be the maximal
output admissible set [85] for the closed-loop system using the control law
KT (x) = −Kx. The bigger the terminal set is, the easier it is to steer the state
into that set. Recent results reported in [60] found a terminal set larger than
the output admissible set, with a different choice for KT (x) which guarantees
the stabilising properties of MPC.

Note that in the material presented in this section, it has been implicitly
assumed that the model describes the behaviour of the plant perfectly. In
practice, of course, the satisfaction of the above conditions does not necessar-
ily guarantee stability: as stated by many authors including Mayne et al.[147],
a framework to analyse robust stability is still a missing link in MPC. In addi-
tion, Wills [239] comments that, from observations of industrial experiments
and simulations, the inclusion of a terminal constraint set can have unde-
sirable effects on the dynamic behaviour of the control action. In contrast,
the inclusion of a terminal cost term seems to have a beneficial effect on the
closed-loop dynamics. For a further discussion on stability of MPC see [91].

11.9 Constrained Control of Uncertain Systems

When controlling physical systems, the constrained control problem often be-
comes more involved because of the presence of uncertainty. In this context,
uncertainty can be classified according to three sources:

• Incomplete state information to implement the control (output feedback),
• Unmodelled dynamics,
• Disturbances.

In control problems for uncertain systems, there are predominantly two
approaches to model uncertainty [24]: via a stochastic description or via a
set-membership description. The stochastic approach describes uncertainty
in terms of probability distributions associated with the uncertain quanti-
ties (disturbances, initial conditions, parameters, etc.). The alternative set-
membership approach describes uncertainty only in terms of some information
regarding the sets in which the uncertain quantities take values.

Within the framework of MPC, the set-membership description of uncer-
tainty has been advocated in the literature—see, for example, [204, 132]. The
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stochastic approach, however, fits more naturally into the class of problems
described in this book.

Although there has been an effort to address the problem of constrained
control of uncertain systems with a stochastic uncertainty description, it is still
not fully resolved within the framework of MPC—see [173, 180]. When there
is incomplete state information, an observer-based strategy that seems natural
for control in the presence of stochastic disturbances is the one that uses the
so-called Certainty Equivalence (CE) Principle. Specifically, CE consists of
estimating the state and then using these estimates as if they were the true
state in the control law that would result if the problem were formulated as a
deterministic problem (no uncertainty). This strategy is motivated by the case
of unconstrained control problems for linear systems with quadratic cost, for
which CE is optimal [8, 26]. The use of CE in RH leads to certainty equivalent
MPC (CE-MPC) and, due to its simplicity, this strategy has been advocated
in the literature [154] and reported in a number of applications [6, 143].

Notwithstanding the widespread use of CE-MPC in different industrial ap-
plications, it must be stressed that CE-MPC generally results in a suboptimal
control strategy. Two factors can be highlighted that render CE-MPC sub-
optimal: (1) the state estimate is assumed to be the true current state, and
(2) the stochastic behaviour of the system is neglected over the prediction
horizon.

CE-MPC, then, consists in estimating the state x̂, based on information
of past inputs and outputs, and subsequently use this estimate as if it were
the true state in formulation described in the previous section. This estimate
is often obtained from a Kalman Filter algorithm, see Appendix A. The steps
to find the control then reduce to the following:

1. Obtain the estimate of the state x̂k of the system using the measure-
ment yk and the past control move uk−1, and use this estimate to
initialise the open-loop optimisation problem: x0 = x̂k.

2. Solve the open-loop finite-horizon optimisation problem using x0 to
obtain

Uopt = {uopt
0 , . . . ,uopt

N−1}.
3. Apply the first element of the control sequence as the current control

action uk = uopt
0 .

The above steps are then repeated indefinitely at all subsequent stages (sam-
pling instants). We will further describe this approach in the next chapters
for the specific problems of constrained control of rudder and fin stabilisers.
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Control System Design for Autopilots with
Rudder Roll Stabilisation

This chapter presents a control system design of autopilots with rudder roll
stabilisation. First, the basic functions of contemporary autopilots are com-
mented and their influence on control design discussed. Then, the challenges
for control design are reviewed, and the control problem is stated. Finally, a
solution is proposed and the performance evaluated via numerical simulations.

12.1 Overview of Autopilot Functions and their
Influence on Control Design

Contemporary autopilot systems incorporate sophisticated functions and dif-
ferent operation modes. As discussed in Chapter 1, a ship motion control
system consists of a guidance system, a control system, and a navigation
system—see Figure 1.1.

The common operation modes handled by the guidance system for autopi-
lots are indicated in the following [86]:

• Manual mode. In this mode, the autopilot is in standby, and the com-
mand of the actuators is generated manually.

• Heading mode. In this mode, only the heading-to-steer angle ψd (the
desired heading1) is provided for the ship to follow, and the autopilot
controller corrects the actual heading. This mode requires only heading
measurements from a gyro or a compass.

• Course mode. In this mode, the system seeks to keep a constant course.
The heading-to-steer angle is determined from the course-to-steer angle
γd (the desired course) and an estimation of the drift angle β. The drift
angle is calculated using the estimations sway and surge velocities in the
body-fixed frame. These estimations are provided by an observer.

1For a definition of heading, course, and drift angles see Section 3.3.4.
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• Waypoint mode. In this mode, the system seeks to bring the vessel to a
desired waypoint. The actual position and estimated drift angle are used to
calculate the heading-to-steer angle, and the guidance system will generate
a trajectory that compensates for cross-track error in order to reach a given
waypoint. This mode is selected for one waypoint at a time and does not
facilitate turning and switching between active tracks. This mode requires
heading measurement, position measurement and a one-track route (line
between two waypoints). The waypoint mode seeks to bring the vessel
to a fixed point in space, whereas the course mode only seeks to keep a
constant course. An autopilot in a waypoint mode constantly updates its
course in order to reach the waypoint. A vessel in course mode, on the
other hand, constantly updates the heading to stay on the given course;
i.e. the cross-track error is not corrected.

• Route mode. In this mode, the vessel follows a specified route (usually a
piece-wise rectilinear path defined by using the waypoints as vertices—see
[67] for details). At each time, there is only one active track (the line be-
tween the two active waypoints), and when the ship reaches the proximity
of the end waypoint of the active track, a new track becomes active leading
to the next waypoint in the path. The cross-track error for the active path
is constantly minimized. The route model is the only mode that provides
a trajectory for switching between active tracks. This trajectory is usu-
ally an arc of a circle. The route mode requires heading measurements,
position measurements, speed measurements and a navigational aid for
administration of waypoints.

In all these modes, the navigation system uses different methods and informa-
tion to define, at each time instant, the heading-to-steer angle ψd, which is the
reference sent to the controller (see Figure 1.1). In some cases, the reference
computing algorithms of the navigation system will also generate ψ̇d, and ψ̈d

via appropriate filtering. This provides more information and thus influence
on the control system design. We will leave our discussion about the guid-
ance system here, for this has been comprehensively covered in [67], and will
concentrate on the control system design.

In addition, to the guidance system modes, the controller of contemporary
autopilots also provides the following functions, which influence the control
system design:

• Manual and automatic control tuning
• Manual and automatic constrained adjustment
• Rudder roll stabilisation function
• Integrated rudder and fin control
• Fault detection and diagnosis

These functions, together with the reference provided by the guidance system
and the measurement provided by the navigation system, have a significant in-
fluence on the control architecture used. The design of autopilots with rudder
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roll stabilisation and the integrated fin-rudder control have been the subject
of ongoing research for over 30 years. This is a consequence of the significant
bearing the control strategy has on ship performance and also the complexity
associated with the control design. This is discussed in the next section.

12.2 RRS: A Challenging Control Problem

Using the rudder for simultaneous course keeping and roll reduction is not a
simple task. As we have seen in Chapters 8 and 9, the ability to accomplish
this depends on the following factors:

• Dynamic characteristics of the ship,
• Sea state,
• Sailing conditions (speed and encounter angle),
• Type of control system.

The control system must then be designed so as to best deal with the following
issues:

• Under-actuated system. There is one control action (rudder moments)
to achieve two control objectives: roll reduction and low heading interfer-
ence. A key fact for the successful application of this technique is that
the dynamics associated with the rudder-induced roll motion are faster
than the dynamics associated with the rudder-induced yaw motion. This
depends on the shape of the hull and the location of the rudder and the
center of gravity of the ship. The difference in dynamic response between
roll and yaw is characterized by the location of a Non-Minimum Phase
zero (NMP) associated with the rudder to roll response—see Chapter 8.
The closer the NMP zero to the imaginary axis, the faster the roll response
to the rudder with respect to the response in yaw; and thus, the better
the potential for roll reduction without much heading interference.

• Uncertainty. There are three sources of uncertainty associated with the
control design. First, there is incomplete state information available to
implement the control law. Although, complete measurement of the state
is possible, the necessary sensors can be very expensive. Second, there
are disturbances from the environment (wave-induced motion) which, in
principle, cannot be known a priori. Third, in the case of model-based
control (like MPC), there is uncertainty associated with the accuracy of
the model used to predict the response to the rudder action.

• Disturbance rejection with a non-minimum phase system. As dis-
cussed in Chapter 8, the NMP zero in the rudder-to-roll response imposes
fundamental limitations and trade-offs regarding disturbance rejection and
achievable roll reduction at different frequency bands. The energy of the
disturbance shifts in frequency according to the sea state and sailing con-
ditions. Because of these changes, there could be significant roll amplifi-
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cation if the controller is not adapted to the changes in the disturbance
characteristics.

• Input constraints. The rudder action demanded by the controller should
satisfy rate and magnitude constraints. Rate constraints are associated
with safety and reliability. By imposing rate constraints on the rudder
command, we ensure an adequate lifespan of the hydraulic actuators and
avoid their saturation. Rate saturation reduces the control action and in-
troduces phase lags which could lead to closed-loop stability problems—see
Figure 10.2. Magnitude constraints are associated with performance and
economy. Large rudder angles may result in flow separation (loss of actua-
tion and poor performance). Also, it is convenient to reduce the maximum
rudder action at higher speeds in order to reduce the mechanical loads on
the rudder and the steering machinery. The controller should allow for the
constraints to be changed either manually or automatically in a prescribed
manner.

• Output constraints. Since the rudder affects the ship heading, it may be
desirable, in some cases, to include constraints on the maximum heading
deviations allowed when the rudder is also used to reduce roll.

• Unstable plant. The response of yaw to rudder action is marginally un-
stable: there is an integrator. Indeed, if the rudder is offset from its central
position with a step-like command, then there will be a ramp-like increase
in the heading angle. Some vessels are directionally unstable, requiring
permanent rudder offset to keep the heading.

• Coordination with other stabilisers. Rudder roll stabilisation can be
used as a sole stabiliser or together with fin stabilisers. The latter calls for
coordination in the control system such that rudder and fin action do not
counteract each other. Also, depending on the particular operation, it is
desirable to be able to change the amount of roll produced by each device.

From all of the issues mentioned above, it is evident that the problem of
rudder roll stabilisation of ships is a challenging one and, as such, the chosen
control strategy plays an important role in achieving high performance.

12.3 Control System Architecture

The proposed architecture for the control system of an autopilot with RRS is
shown in Figure 12.1. In this scheme, we can distinguish three different parts:

• Parameter estimation,
• Wave Filtering
• Controller.

The above order is in agreement with the causality of the signals process-
ing performed while the control is in operation. Indeed, the parameters of
the models are estimated, if necessary, and then the measured signals (repre-
senting the physical magnitudes) are filtered to be used by the controller to
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Fig. 12.1. Proposed control system architecture for autopilot with RRS design.

generate the control command. The design process, however, may not follow
the above order. The sections of this chapter will take the reader through the
following design steps:

• Define a control design model,
• Design appropriate filters,
• Estimate parameters,
• State the assumptions for control design,
• Propose the control strategy, and
• Test the performance of the proposed scheme.

12.4 Control Design Models

In Chapter 4, we presented both high-fidelity and control-design models. In
this chapter, we will use the control design models for observer and controller
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design and high-fidelity models for testing. For control design purposes we
will use a motion superposition type of model, i.e. the total motion of the
vessel will be considered as the superposition of the motion induced by the
waves and the motion induced by the controller. As we will see, this leads to
a simple strategy to adapt the controller to changes in the sea state.

12.4.1 Control to Motion Model

To model the response of the vessel to the control action, we can use the linear
low-frequency model presented in Section 4.3.4, together with the linear forces
and moments induced by the rudder given in Section 4.3:

Mbν̇ = Db(U)ν + Gbη + τ b
c

η̇ = ν,
(12.1)

where
ν =

[
v, p, r

]t and η =
[
φ, ψ

]t (12.2)

are given in the body-fixed frame. The control vector τ b
c are the forces and

moments generated by the rudder motion and U is the average forward speed
of the vessel.

Alternatively, we can use the unified model for slow manoeuvering in a
seaway cf. (4.81):

Mbν̇ = Db(U)ν + Cb
rµ + Gbη + τ b

c

µ̇ = Ab
rµ + Bb

rν,

η̇ = ν,

(12.3)

where the matrices Mb and Db(U) in (12.3) are different to those in (12.1),
and states µ represent the fluid memory effects. The model (12.1) is a low
frequency model, and the model (12.3) captures both the low frequency effects
and the fluid memory effects associated with the motion of the ship at the
wave frequencies.

For the design of an autopilot with RRS, 45 states may need to be con-
sidered for µ in order to approximate the retardation functions for the hori-
zontal motions: sway, roll, and yaw. Although the number of additional states
in (12.3) may seem large, it still remains relatively low if we compare these
models to those employed in process control applications.

The control designs presented in this chapter are based on optimal control,
and since the states µ are not involved in the cost, these designs can be applied
to both models (12.1) and (12.3). Nevertheless, since the use of (12.3) for
control design is the subject of current research (and it has not been tested in
practical designs), we will continue this chapter using (12.1). Note, however,
that the methods are equally applicable to (12.3).

Let us define the following state and control variables
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xc �
[
vc, pc, rc, φc, ψc

]t
, u � α, (12.4)

where the superscript c in the variables indicates control-induced motion. Us-
ing these variables, the state-space representation of (12.1) becomes

ẋc = [M−1
sysF(U)]xc + [M−1

sysH(U)]u, (12.5)

with

Msys �

⎡⎢⎢⎢⎢⎣
(m − Yv̇) −(mzG + Yṗ) (mxG − Yṙ) 0 0

−(mzG + Kv̇) (Ixx − Kṗ) −Kṙ 0 0
(mxG − Nv̇) −Nṗ (Izz − Nṙ) 0 0

0 0 0 1 0
0 0 0 0 1

⎤⎥⎥⎥⎥⎦ (12.6)

F (U) �⎡⎢⎢⎢⎢⎣
Y|u|v|U | 0 (Yur − m)U YφuuU2 0
K|u|v|U | Kp + K|u|p|U | (Kur + mzG)U KφuuU2 − ρg∇GMt 0
N|u|v|U | Np + N|u|p|U | N|u|r|U | − mxGU Nφu|u|U |U | 0

0 1 0 0 0
0 0 1 0 0

⎤⎥⎥⎥⎥⎦ , and

(12.7)

H(U) �

⎡⎢⎢⎢⎢⎣
1

−rr

−LCG
0
0

⎤⎥⎥⎥⎥⎦ 1
2
ρ ur(U)2Ar

(
∂CL

∂α

)∣∣∣∣
α=0

(12.8)

The parameter Ar is the area of the rudder, CL is the lift coefficient and ur(U)
is the flow speed over the rudder, which depends on the average speed of the
vessel—see (5.22). For the definition of LCG and rudder roll lever arm rr, see
Figure 5.9.

The parameters of the model presented above are given in Appendix B for
the benchmark example. It should be mentioned that for different vessels, the
structure of F (U) may change. Recall from Section 4.3.2 that the parameters
in F (U) correspond to a series expansion for the hydrodynamic forces, and
the numerical values are estimated using data from scale-model tests or from
computational methods based on theoretical approaches—see, for example,
[11, 18, 23]. An alternative approach consists of using system identification
techniques. System identification for ship steering models will not be addressed
in this book, and the interested reader is referred to [118, 30, 227, 241, 98].

Therefore, our first assumption for control design is that the parameters of
the above model are known for a set of different speeds—usually a set of speeds
with increments of 5 kt is sufficient. In Figure 12.1, this has been explicitly
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accounted for by indicating the speed dependency of the blocks using models
which require parameter value updating if the speed changes.

From the continuous-time linear time-invariant model (12.5), a discrete-
time model can be obtained:

xc
k+1 = Φcxc

k + Γcuk, (12.9)

xc
k =

[
vc

k, pc
k, rc

k, φc
k, ψc

k

]t and uk = αk. (12.10)

The notation xc
k refers to the value of the variable xc(t) evaluated at the time

instant t = t0 +kTs, where Ts is the sampling period, and k ∈ Z describes the
different discrete time events.

The matrices Φc and Γc can be obtained from the matrices of the con-
tinuous time model by using, for example, the zero-order hold method—see,
[72]:

Φc = exp([M−1
sysF(U)]Ts) ≈ I + [M−1

sysF(U)]Ts (12.11)

Γc =
∫ Ts

0

[M−1
sysH(U)] exp([M−1

sysH(U)]τ) dτ ≈ [M−1
sysH(U)]Ts. (12.12)

12.4.2 Wave-induced Motion Model

Under a motion superposition assumption, the measurements taken at
discrete-time intervals could be expressed as

yk =

⎡⎢⎢⎢⎢⎣
vk

pk

rk

φk

ψk

⎤⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎣
vc

k + vw
k

pc
k + pw

k

rc
k + rw

k

φc
k + φw

k

ψc
k + ψw

k

⎤⎥⎥⎥⎥⎦ + nk, (12.13)

where the superscript w stands for wave-induced motion (oscillatory motion),
and nk represents the noise introduced by the measurement system.

It is worth emphasizing, that the above is just a conceptual model used for
filtering and control system design. Note also that in some cases not all the
measurements indicated above will be available. This has implications for the
wave filter design, which we will discuss in the next section.

Observations of time series of ship motion induced by waves—see, for
example, Figures 4.11 and 4.12—indicate that the data are correlated; and
therefore, the time series can be modelled as filtered white noise—spectral
factorisation [8]. The filters commonly adopted for autopilot design applica-
tions are of second order [66, 67]:
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φ̇w

ṗw

]
=

[
0 1

−ω2
φ −2ζφωφ

] [
φw

pw

]
+

[
υ1φ

υ2φ

]
,

[
v̇w

v̈w

]
=

[
0 1

−ω2
v −2ζvωv

] [
vw

v̇w

]
+

[
υ1v

υ2v

]
,

[
ψ̇w

ṙw

]
=

[
0 1

−ω2
ψ −2ζψωψ

] [
ψw

rw

]
+

[
υ1ψ

υ2ψ

]
,

(12.14)

where υij are independent white noise processes, and ωj are the modal fre-
quencies of the power spectral density of motion. Therefore, these depend
on the sea state and sailing conditions. The intensity of the noises and the
damping coefficients ζj must be estimated online to reflect the actual sailing
conditions of the vessel. We will address this in Section 12.5.

Using a zero-order hold method, the models take the following form in
discrete time:[

φw
k+1

pw
k+1

]
=

[
1 Ts

−ω2
φTs 1 − 2ζφωφTs

]
︸ ︷︷ ︸

Φw
φ

[
φw

k

pw
k

]
+

[
v1φ

v2φ

]
,

[
vw

k+1

δvw
k+1

]
=

[
1 Ts

−ω2
vTs 1 − 2ζvωvTs

]
︸ ︷︷ ︸

Φw
v

[
vw

k

δvw
k

]
+

[
v1v

v2v

]
,

[
ψw

k+1

rw
k+1

]
=

[
1 Ts

−ω2
ψTs 1 − 2ζψωψTs

]
︸ ︷︷ ︸

Φw
ψ

[
ψw

k

rw
k

]
+

[
v1ψ

v2ψ

]
,

(12.15)

where vij are sequences of independent identically distributed Gaussian ran-
dom variables. In the next section, we will see a method to estimate the
parameters of the above models from measured data.

12.5 Disturbance Parameter Estimation and Forecasting

In the previous section, we have adopted models for the wave-induced motion
of the vessel. In this section we a discuss a mechanism for eastimating the
parameters of the models (12.15).

In dynamic positioning operations, it is common practice to fix the damp-
ing coefficients in (12.15) to the value of 0.1, and estimate the natural fre-
quencies ωφ, ωv and ωψ online. Then, one can use gain scheduling to account
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for the uncertainty in the intensity of the noises—the sea state. Alternatively,
one can use an adaptive wave filter to estimate both parameters and states.
For details of these approaches, see [66, 67] and references therein. Here, we
will take a slightly different approach.

The models given in (12.15) can be written in the following general form:[
x1,k+1

x2,k+1

]
=

[
θ11 θ12

θ21 θ22

] [
x1,k

x2,k

]
+

[
v1k

v2k

]
, (12.16)

where θij are the unknown parameters. By defining the vector

θ �
[
θ11, θ12, θ21, θ22

]t
, (12.17)

we can reorganise the above model in the following way:[
x1,k+1

x2,k+1

]
=

[
x1,k x2,k 0 0
0 0 x1,k x2,k

]
θ +

[
v1k

v2k

]
. (12.18)

If we measure the variables x1,k and x2,k, and we assume that the parameters
are slowly varying, i.e. θ̇ ≈ 0, then we can write the following dynamic model:

θk+1 = θk,[
x1,k

x2,k

]
=

[
x1,k−1 x2,k−1 0 0

0 0 x1,k−1 x2,k−1

]
θk +

[
v1k

v2k

]
.

(12.19)

System (12.19) is in a form to which we can apply a Kalman Filter2 to estimate
θ̂k|k from the measurements. Indeed, the first equation in (12.19) is the state
equation and second the measurement equation. The Kalman Filter algorithm
for the parameter estimation becomes:

Prediction:

θ̂k|k−1 = θ̂k−1|k−1

Σk|k−1 = Σk−1|k−1 + Rθ.
(12.20)

Measurement update:

θ̂k|k = θ̂k|k−1 + Lk(yk − Ckθ̂k|k−1),

Lk = Σk|k−1Ct
k(Ck Σk|k−1Ct

k + Rv)−1,

Σk|k = (I − LkCk)Σk|k−1,

(12.21)

where

yk =
[
x1,k

x2,k

]
Ck =

[
x1,k−1 x2,k−1 0 0

0 0 x1,k−1 x2,k−1

]
,

(12.22)

2see Appendix A.
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and the matrices Rθ and Rv are the tuning parameters of the estimator.
This method is a recursive implementation of the least-squares estimation
method—see, for example, [88, 10].

Once the parameters are obtained, the quality of the model can be assessed
according to its performance for forecasting. The optimal N -step ahead pre-
dictor for the system (12.16) takes the following form [88, 10, 37]:

[
x̌1,k+N |k
x̌2,k+N |k

]
=

[
θ11 θ12

θ21 θ22

]N [
x1,k

x2,k

]
, (12.23)

where x̌1,k+N |k is the prediction of variable x1 at the time instant k+N given
its value at the instant k. It should be mentioned that the larger the prediction
horizon, the bigger the uncertainty of the prediction. Thus, the uncertainty
grows with N—see, for example, [88, 37] for further details.

As an example of parameter estimation, consider the results shown in
Figure 12.2 corresponding to the roll model for the benchmark example. This
figure shows the evolution of the parameters during the estimation period, in
which roll angle and roll rate measurements are taken. For this example, the
following tuning parameters were used:

Rθ = 1 × 10−6I4×4, Rv = 1 × 10−4I2×2, Σ0|0 = I4×4. (12.24)

After the parameters are estimated, the optimal predictor given in (12.23)
was used for forecasting the roll angle and the roll rate; this is shown in
Figure 12.3. Similar results are shown in Figure 12.4 for the same sea state
but sailing in bow seas.

The natural roll period of the benchmark example vessel is about 7 s,
by sampling with Ts=0.25 s, we have about 28 samples per roll oscillation
period—a rule of thumb in digital control is to sample between 10 and 20 times
during the period or during the fastest time constant [72]. In Figures 12.3 and
12.4, the horizons are N = 5 and 10 means predictions at 1.25 and 2.5 s ahead.
The latter is longer than a quarter of the roll oscillation—which seems to be
a good prediction horizon for predictive control purposes. Similar results can
be obtained for the yaw and sway models.

Regarding the measurements of the states of the models in (12.15), it
follows from the conceptual model (12.13) that when the rudder activity is
only reserved to correct the slowly varying heading deviations, e.g. under
manual control or only with the autopilot function on, the measurements
can be considered as the wave-induced motion part in (12.13). Therefore,
these measurements can be used to run the parameter estimation filter before
switching on the RRS function of the autopilot.

Unless there is a significant change in speed or heading, the parameters of
the models depend only on the sea state. As discussed in Chapter 2, cf. Sec-
tion 2.4, the sea state can be considered stationary only for short periods of
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Fig. 12.2. Estimated parameters for Roll model in quartering seas seas

time—usually about 20 min. Therefore, the parameters can be updated regu-
larly every few minutes or whenever there is a change in speed and encounter
angle.

Once the RRS function is on, the rudder-induced motion will affect the
motion induced by the waves—the essence of the stabiliser. However, the
closed-oop measurements can still be used to estimate the parameters of the
shaping filters, with minor losses in performance. This way we can obtain
a fully adaptive observer—and if the roll model is used in the controller to
predict roll motion, then we can also obtain an adaptive controller. This is
the approach taken in the following sections.

Finally, in the case of sway velocity, the measurements of the state of
the model (12.15) will rarely be available. In this case good results are still
obtained if we take Φw

v = Φw
ψ . Indeed, this was the approach used to obtain

the parameters of for simulation results of the wave filter discussed in the next
section.
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12.6 Observer Design: State Estimation and Wave
Filtering

The objective of the autopilot controller is to correct the deviations of the
slowly-varying heading from the desired heading:

ψ̄k − ψd
k ≈ 0.

The angle ψd
k is the heading-to-steer angle generated by the guidance sys-

tem (see Section 12.1), and the slowly-varying heading of the ship has two
components:

ψ̄k = ψc
k + ψb

k . (12.25)

The angle ψc
k is the yaw due to the control action, and ψb

k is a bias term
induced by slowly-varying disturbances like wind and current. The reason for
correcting only the slowly-varying yaw is to avoid the autopilot demanding
control action with every wave—which would increase the wear of the actua-
tors and induce speed losses [30].
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Fig. 12.4. Roll angle and roll rate predictions in bow seas

The measured yaw angle contains both the slowly-varying yaw and the
wave-induced yaw:

ψk = ψc
k + ψb

k + ψw
k . (12.26)

Therefore, the wave-frequency motion must be removed (filtered) from the
measurements of yaw and yaw rate, and only the slowly-varying components
be used for feedback. The filter that performs this task is, thus, called a wave
filter.

Several techniques have been applied for wave filtering in autopilot design
[66, 67]:

• Dead band techniques,
• Low pass and notch filters in cascade configuration, and
• Observers (Kalman Filter, Nonlinear, Passivity-based and Adaptive)

The advantages of using observers over other filtering techniques are smaller
phase lags and the fact that an observer can also be used to integrate measure-
ments from different devices and estimate magnitudes that are not measured.
In this book, we will follow an observer-based wave filter design.
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Therefore, for state-feedback control design of a conventional autopilot,
we can use an observer to estimate the following signals:

x̂k =
[
r̂c
k, ˆ̄ψk

]t

, (12.27)

with ψ̄ given in (12.25).
For an autopilot with RRS we need to incorporate into (12.27) the total

roll angle, i.e. the wave induced-motion and the control-induced motion, and
the control-induced sway, which gives the NMP dynamics in the rudder to
roll response. Therefore, for an autopilot with RRS, we can use the following
feedback signals to implement a state-feedback control3:

x̂k =
[
v̂c

k, p̂c
k, r̂c

k, ψ̂c
k, p̂w

k , φ̂w
k , ψ̂b

k

]t
. (12.28)

In order to obtain these estimates from the measurements (12.13), we define
the following augmented state vector:

zk �
[
vc

k, pc
k, rc

k, φc
k, ψ̄k, φw

k pw
k , ψw

k , rw
k , vw

k , δvw
k , rb

k ,
]t

. (12.29)

In the above state, we have included the bias in the yaw rate rather than in
the yaw angle, and use ψ̄k as a state variable. The bias can be either in the
yaw rate, as indicated above, or in the yaw angle. The equation update for
this bias is

rb
k+1 = rb

k + w12. (12.30)

With the state vector (12.29), the following augmented model can be con-
sidered:

zk+1 = Φzzk + Γzuk + wk

yk = Czzk + nk,
(12.31)

where wk and nk are vectors of independent identically distributed Gaussian
variables with covariance matrices Rw and Rn. The matrices of the model are

Φz =

⎡⎢⎢⎢⎢⎣
Φc 0 0 0 0
0 Φw

φ 0 0 0
0 0 Φw

ψ 0 0
0 0 0 Φw

v 0
0 0 0 0 1

⎤⎥⎥⎥⎥⎦ Γz =

⎡⎢⎢⎣
Γc

0
0
0

⎤⎥⎥⎦ , (12.32)

and the matrix Cz depends on the measurements (12.13).
Using this model we can design an observer, to estimate ẑk, given the

measurements (12.13). This observer takes the following form:
3The feedback signal depends on the type of controller used. Here, we will use a

state-feedback controller based on the material presented in Chapter 11. Different
types of controllers may require different feedback signals, which determine both the
number of states and the structure of the observer.
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Prediction:

ẑk|k−1 = Φz ẑk−1|k−1 + Γzuk−1, ẑ0|0 = z0, (12.33)

Measurement Update:

ẑk|k = ẑk|k−1 + L(yk|k − Cz ẑk|k−1) (12.34)

There are different ways of designing the observer gain L in (12.34). One of
these consists in using Kalman Filtering techniques—see Appendix A. With
this approach, the observer equations become:

Prediction:

ẑk|k−1 = Φz ẑk−1|k−1 + Γz uk−1

Σk|k−1 = Φz Σk−1|k−1 Φt
z + Rw.

(12.35)

Measurement update:

ẑk|k = ẑk|k−1 + Lk(yk − Cz ẑk|k−1),

Lk = Σk|k−1Ct
z(Cz Σk|k−1Ct

z + Rn)−1,

Σk|k = (In − LkCz)Σk|k−1,

(12.36)

The matrix Σk|k is the covariance of the estimation error, and the matrices
Rw, and Rn are the covariance matrices of the state and measurement noises
respectively. In practice, these matrices are chosen to be diagonal, and their
elements are the parameters used to tune the observer—see Appendix A.

As an example, consider the simulation results shown in Figure 12.5. For
this simulation, the motion of the ship due to the rudder motion was simu-
lated using a nonlinear model and the wave-induced motion using the sum
of sinusoids with random phases—seakeeping models. The observer has been
designed without sway velocity measurements, and the following matrices and
initial conditions were used in the observer:

Rw = diag(
[
10−5 10−5, 10−5, 10−5, 10−5, 1, 1, 1, 1, 1, 1, 10−5

]
),

Rn = 10−1I4×4,

Σ0|0 = I12×12,

ẑ0|0 =
[
0, · · · , 0

]t
.

The variance of the state noise in the first 5 state variables has been taken
low—these are the variables describing the motion due to the control action.
For the other variables, the variances were taken to be higher; these describe
the noises driving the shaping filters that model the wave-induced motion.
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Fig. 12.5. Kalman filter-based wave filter and autopilot performance.

12.7 Autopilot Control System Design

After having considered the problems of parameter estimation and filtering,
we are now ready to state the control design problem, and the assumptions
that lead to our proposed solution.

12.8 Autopilot Control Problem and Assumptions for
the Design

The basic control objectives for the particular motion control problem being
addressed are as follows:

1. Minimise the roll motion: roll angle and accelerations;
2. Produce low interference with yaw;
3. Satisfy input constraints.

In a discrete-time framework, all the above objectives can be captured by the
following optimal control problem.



238 12 Control System Design for Autopilots with Rudder Roll Stabilisation

Definition 12.1 (Output-feedback Input-Constrained Control Prob-
lem). Find the feedback control command uk = K(yk), that minimises the
following cost:

V = lim
N→∞

1
N

E{
N∑

k=0

(yk − yd
k)tQ(yk − yd

k) + (yk+1 − yk)tP(yk+1 − yk)

+ ut
kRuk}, (12.37)

subject to the system

xk+1 = Φxk + Φuk + wk,

yk = Cxk + nk,

and the following constraints

|uk| ≤ umax and |uk+1 − uk| ≤ ∆umax |Dyk| ≤ ymax.

◦ ◦ ◦
Under the assumption that the estimates given in (12.28) are available to

to design the autopilot controller, we can then formulate the control problem
using the following state variables

xk =
[
vc

k, pc
k, rc

k, φ̄k, ψc
k, pw

k , φw
k , rb

k

]t
. (12.38)

The control will be the rudder angle

uk � αk, (12.39)

and output variables

yk =
[
vc

k, (pc
k + pw

k ), rc
k, (φc

k + φw
k ), ψ̄k

]t
. (12.40)

The desired output is will be

yd
k = [0, 0, 0, 0, ψd], (12.41)

or
yd

k = [0, 0, rd
k, 0, ψd

k] (12.42)

if the guidance system provides also a desired yaw rate—see Section 12.1.
The matrices Q and P in the cost can be chosen as

Q = diag
([

0, 0, qr, qφ, qψ

])
,

P = diag
([

0, qp, 0, 0, 0,
])

,

R = qα.

(12.43)
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With these, the cost (12.37) becomes

V = lim
N→∞

1
N

E

{
N∑

k=0

[
qφφ2

k + qp(pk+1 − pk)2
]
+qψ∆ψ2

k + qr∆r2
k + qαα2

k

}
,

(12.44)
with ∆ψk � ψ̄k − ψd

k and ∆rk � r̄k − rd
k . This cost can be interpreted as

follows

V ∝ qφvar[φ] + qpvar[ṗ] + qrvar[∆r] + qψvar[∆ψ] + qαvar[α].

To simplify the tuning, we will choose the parameters in the cost above such
that (12.37) becomes

V = lim
N→∞

1
N

E

{
N∑

k=0

λ [φ2
k + γp(pk+1 − pk)2]

+(1 − λ)[γr∆r2
k + γψ∆ψ2

k + γαα2
k]
}

. (12.45)

The cost (12.45) is a discrete-time version of the one proposed by [228];
however, it incorporates an extra term which weights the roll accelerations via
the difference (pk+1 −pk). The scalar parameter λ ∈ [0, 1) represents a trade-
off between the objectives of roll reduction and yaw interference, and this can
be varied on-line. Hence, there is a single parameter that can be varied by the
operator according to the different mission or particular scenario in which the
ship is operating, or by an adaptive scheme. The parameter γp will be used
to investigate the benefits of penalising roll accelerations.

When λ=0, the above cost reduces to the classical cost used for optimal
autopilot design:

V = lim
N→∞

1
N

E

{
N∑

k=0

γr∆r2
k + γψ∆ψ2

k + γαα2
k

}
. (12.46)

This type of cost function was first used for autopilot design by Koyama
[126] with the following special choice for the parameters

γr = 0, γψ = 0.0076, γr =
γ

0.0076
. (12.47)

where γ takes values between 8 and 10. With this particular choice of param-
eters, the value of the cost represents the percentage of speed loss. Norrbin
[162] proposed minimising a similar cost, but with a different value for γ=
0.1. Therefore, one can choose 0.1 < γ < 10 according to the severity of sea
state, where the low value that allows more rudder activity should be used in
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lower sea states [67]. van Amerongen and van Nauta Lemke [226] proposed
incorporating a penalty on the yaw rate, i.e. γr �= 0. If the roll and sway
motions are not considered, the model of the ship can be reduced to the so-
called Nomoto model, and the optimal solution reduces to a PD controller,
i.e. a term proportional to the heading error, and a term proportional to the
heading rate error—see [67] for details.

We next show how the above problem can be shaped into the MPC frame-
work.

12.9 A Model Predictive Control Solution

As discussed in Chapter 11, Problem 12.1 is not easy to solve due to the
constraints, but we can approximate its solution using a receding horizon
approximation based on the certainty equivalent solution of a finite-horizon
problem. Therefore, we propose as a solution for the autopilot control system
design the use of Certainty Equivalent Model Predictive Control with implicit
receding-horizon implementation. The following state-feedback finite-horizon
optimal control problem will then be considered.

Definition 12.2 (Finite-horizon optimal control problem). Given the
initial condition for the augmented state x̌0 we seek the sequence of control
moves

Ǔopt = {ǔopt
0 (x̌0), . . . , ǔopt

N−1(x̌0)}; (12.48)

which minimises the following cost

JN (x̌0,U) = x̌t
N Š x̌N +

N−1∑
j=0

x̌t
j Q̌ x̌j + ǔt

j Ř ǔj + 2 ǔt
j Ť x̌j , (12.49)

subject to

x̌j+1 = Φx̌j + Γǔj ,

y̌j = Cx̌j ,
(12.50)

and the constraints

|ǔk| ≤ umax and |ǔk+1 − ǔk| ≤ ∆umax |Dy̌k| ≤ ymax. (12.51)

The notation x̌ is used here to distinguish the predicted state—predicted
using (12.50)—from the true state x.

The matrices in the cost are given by

Q̌ = (Φ − I)t(CtPC)(Φ − I) + CtQC

Ř = Γt(CtPC)Γ + R

Ť = Γt(CtPC)(Φ − I).

(12.52)
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The matrices Q, P, and R are the parameters defining the cost (12.45), which
can be taken as in (12.43). The matrices Φ, Γ describe the augmented system:

Φ =
[
Φc 0
0 Φw

φ

]
Γ =

[
Γc

0

]
. (12.53)

The final element to complete the definition of the problem is the matrix Š.
This matrix is taken as the solution of the following discrete-time algebraic
Riccati equation:

Š = ΦtŠΦ + Q̌ − KtR̄K . (12.54)

with
K = R̄−1ΓtŠΦ , R̄ = Ř + ΓtŠB. (12.55)

◦ ◦ ◦
The cross terms in the cost (12.49), that were not considered in Chapter 11,
appear due to the terms in the cost penalising the difference pk+1 − pk. This
cross term only affects the matrices that define the quadratic programme .
The solution of the above problem is given by

Ǔopt = arg min
Ǔ

1
2
Ǔt(H1 + H2)Ǔ + Ǔt(F1 + F2)x̌0

s.t. LǓ ≤ M,

(12.56)

where

H1 = 2(R + Bt QB) H2 = 4T B, (12.57)
F1 = 2At QB F2 = 2T A, (12.58)

Q = diag{Q̌, . . . , Q̌, Š} , (12.59)

R = diag{Ř, . . . , Ř} (12.60)

T = diag{Ť, . . . , Ť}, (12.61)

and

A =

⎡⎢⎢⎢⎣
A
Φ2

...
ΦN

⎤⎥⎥⎥⎦ , A =

⎡⎢⎢⎢⎣
I
Φ
...

ΦN−1

⎤⎥⎥⎥⎦ , (12.62)

B =

⎡⎢⎢⎢⎣
Γ 0 · · · 0

ΦΓ Γ · · · 0
...

...
. . .

...
ΦN−1Γ ΦN−2Γ · · · Γ

⎤⎥⎥⎥⎦ B =

⎡⎢⎢⎢⎣
0 0 · · · 0
Γ 0 · · · 0
...

...
. . .

...
ΦN−2Γ ΦN−3Γ · · · 0

⎤⎥⎥⎥⎦ . (12.63)
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The matrices L and M that define the constraints are given in (11.26), but
without considering the output constraints, i.e. for the case of symmetric
constraints these become

L =

⎡⎢⎢⎣
I

−I
W

−W

⎤⎥⎥⎦ ; K =

⎡⎢⎢⎣
Mmag

Mmag

Mrate

Mrate

⎤⎥⎥⎦ (12.64)

where I is the N × N identity matrix and W is the following N × N matrix

W =

⎡⎢⎢⎢⎣
1 · · · 0
−1 1 0
...

. . . . . .
...

0 · · · −1 1

⎤⎥⎥⎥⎦ , (12.65)

and

Mmag =

⎡⎢⎣umax

...
umax

⎤⎥⎦ ; Mrate =

⎡⎢⎢⎢⎣
u−1 + ∆umax

∆umax

...
∆umax

⎤⎥⎥⎥⎦ , (12.66)

where u−1 is the previously applied control.
The above problem will then be solved on-line, and the implicit receding

horizon feedback control law will be implemented, i.e.

uk = KN (x̌0) = ǔopt
0 (x̌0). (12.67)

The initial condition for solving the above problem is provided by the
observer, i.e. x̌0 = x̂k|k,

To summarize the proposed control strategy, the following steps are envis-
aged at each sampling instant:

1. Given the new measurements, update the state estimate x̂k|k.
2. Using the initial condition x̌0 = x̂k|k, solve the quadratic programme,

cf. (12.56) to obtain the sequence of controls Ǔopt.
3. Update the control command uk = ǔopt

0 (x̌0).

12.10 Performance of Model Predictive RRS

In this section, we will present simulation results to assess the performance of
the RRS function of an autopilot designed according to the strategy proposed
in the previous section. We will use the benchmark example vessel given in
Appendix B.
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We have selected the speed of 15 kt for the simulations, because this is the
nominal speed of the vessel and also the speed at which this vessel perform its
missions most of the time. The performance will be assessed for the following
scenarios:

• Case A: Beam seas (χ =90 deg), Hs =2.5 m (Top SS4), T =7.5 s,
• Case B: Quartering seas (χ =45 deg), Hs =4 m (Top SS5), T =8.5 s, and
• Case C: Bow seas (χ =135 deg), Hs = 4 m (Top SS5), T = 9.5 s.

The control action will be updated with a sampling rate of 0.25 s. Finally, the
maximum rudder angle will be limited to 22 deg, and maximum rudder rate
will be limited to 20 deg/s.

We will assess the performance via

1. percentage of reduction in roll angle variance and RMS value,
2. yaw angle RMS value induced by the rudder, and
3. percentage of reduction of Motion Induced Interruptions (MII).

To evaluate the MII (see Section 7.1), we will consider a location at 7 meters
above the centre of gravity such that we can neglect the effect of vertical
motion on the MII. This location coincides with the rear part of the bridge of
the benchmark vessel.

12.10.1 Choosing the Prediction Horizon

Different prediction horizons were tested. As expected, for short prediction
horizons (N=1, and N=2), the performance was poorer than for longer hori-
zons (N=5 and N=10). For a horizon of 10 sample periods, an improvement of
10% in roll reduction was obtained with respect to that of N=1. For horizons
longer than 10 samples, there was no significant improvement. Therefore, this
is the horizon adopted to reduce the size of the optimisation problem, which
was solved using the MATLAB� QP-solver.

12.10.2 Penalising Roll Acceleration in the Cost

We performed several tests to assess the effect of the simple tuning parameter
λ and also the effect of incorporating a penalty for roll acceleration in the
cost (12.45). Table 12.1 shows the results for the sailing condition χ=90 deg
(beam seas), Hs=2.5 m, T=7.5 s, and the set of parameters λ =0.5 and 0.9,
and γp=0 and 1. The figures shown in this table are the average of the results
of 10 realisations simulated for each case—total of 40 simulations.

As we can see, penalising accelerations has a small effect in the roll per-
formance but a greater effect on acceleration, and more importantly, on the
reduction of MII for a low value of λ. With a high value of λ, the improvement
for penalizing accelerations is not significant.

From the above results, it follows that an improvement in roll acceleration
performance can be obtained by penalising accelerations in the cost. However,
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Table 12.1. Performance at low and high gain (λ = 0.5 and λ = 0.9) with and
without roll acceleration penalty.

χ=90,Hs=2.5m,T=7.5s λ = 0.5 γp = 0 λ = 0.5 γp = 1

Roll red % 29.8 34.0
Roll Acc Red % 27.6 31.7
MII red % 51.8 60.2
Yaw rms 0.35 0.41
Rudder rms 4.50 5.12

χ=90,Hs=2.5m,T=7.5s λ = 0.9 γp = 0 λ = 0.9 γp = 1

Roll red % 64.0 63.94
Roll Acc Red % 59.7 60.9
MII red % 99.0 99.2
Yaw rms 0.92 1.02
Rudder rms 10.5 10.7

the improvement is only small in some cases. Despite this, performance is never
worse with respect to the MII, which seems to indicate that incorporating a
roll acceleration penalty is beneficial.

We next present the time series of some of our simulation results, and
discuss the particular cases.

12.10.3 Case A: Beam Seas at the Top of Sea State 4

The data corresponding to this case are shown in Table 12.2. This table
presents the particular parameters used for the controller, the sea state and
sailing conditions, and the performance in terms of roll angle reduction, roll
acceleration reduction and MII reduction. The time series corresponding to
this case are shown in Figure 12.6.

This case is close to the worst condition the ship can experience with
regard to roll motion for the assumed sea state. The encounter frequency is
close to the natural roll frequency, which is approximately 1 rad/s. Therefore,
the roll excitation due to the waves is close to resonance. Notwithstanding
this, we can still observe good performance. We can see from the time series
that the rudder angle satisfies the constraints and is permanently at the limit
of its operative conditions in both rate and magnitude.

Results over 20 different realisations, indicate roll reductions of the order of
60-65% for roll RMS values. A significant improvement is achieved, however,
in regard to MII: 90–95% reduction.
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Table 12.2. Rudder roll stabilization simulation report for beam seas at the top of
Sea State 4–SS4.

MPC parameters Symbol Value Unit

Prediction horizon N 10 samples
Sampling time Ts 0.25 sec
Rudder magnitude constraint ∆umax 22 deg
Rudder rate constraint umax 20 deg/sec
Tuning λ, γp, γα 0.95, 1, 1 –

Sailing Conditions Symbol Value Unit

Wave spectrum Sζζ(ω) ITTC m2sec
Significant wave height H1/3 2.5 m
Average Wave period T 7.5 sec
Encounter angle χ 90 deg

RRS Performance Symbol Value Unit

Heading deviation (RMS) ∆ψ 3.6 deg
Rudder angle (RMS) α 15.15 deg
Roll Angle—Autopilot only (RMS) φ 8.13 deg
Roll Angle—Autopilot + RRS (RMS) φ 2.89 deg
Reduction Angle (RMS) RR 64.38 %

Roll Acceleration—Autopilot only (RMS) φ̈ 7.22 deg/sec2

Roll Acceleration—Autopilot + RRS (RMS) φ̈ 2.94 deg/sec2

Reduction Acceleration (RMS) RR 59.24 %
MII—Autopilot only MII 5.02 per min
MII—Autopilot + RR MII 0.057 per min
Reduction MII RR 98.85 %

12.10.4 Case B: Quartering Seas at the Top of Sea State 5

Table 12.3 shows the result obtained for this case, and Figure 12.7 depicts the
corresponding time series.

As expected, the performance in quartering seas decreases significantly due
to the low encounter frequency of the disturbance and the interference with
yaw. As discussed in Chapter 9, the fundamental limitations associated with
the NMP zero of the rudder-to-roll response and the underactuated nature
of the system swamp the limitations due to the constraints imposed by the
limited authority of the rudder. Note from Figure 12.7 that the rudder angle
is far away from the constraints.
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Fig. 12.6. Case A. Simulation for SS4 in beam seas and high gain (λ=0.9, γp=1).
Angles are given in degrees, and the roll acceleration in deg/sec2.

12.10.5 Case C: Bow Seas at the Top of Sea State 5

Table 12.4 shows the result obtained for this case, and Figure 12.8 depicts the
corresponding time series.

This case presents good performance. If we compare the RMS of roll in
open loop with that of Case B, we can see that these are similar. However,
due to the higher encounter frequency, the interference with the heading is
smaller, and thus the roll reduction is significantly better, and limited only
by the rate constraints of the rudder motion.

12.10.6 The Role of Adaptation

Table 12.5 shows how the adaptation of parameters of the roll wave-induced
model used in the controller influence the performance for a particular ex-
ample. In this example, the relative heading with respect to the waves was
changed from quartering to beam seas, i.e. χ: 45 →90 deg, and also from
beam to bow seas, i.e. χ: 90 → 135 deg. The second column of Table 12.5
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Table 12.3. Rudder roll stabilization simulation report for quatering seas at the
top of Sea State 5—SS5.

MPC parameters Symbol Value Unit

Prediction horizon N 10 samples
Sampling time Ts 0.25 sec
Rudder magnitude constraint ∆umax 22 deg
Rudder rate constraint umax 20 deg/sec
Tuning λ, γp, γα 0.95, 1, 1 –

Sailing Conditions Symbol Value Unit

Wave spectrum Sζζ(ω) ITTC m2sec
Significant wave height H1/3 4 m
Average Wave period T 7.5 sec
Encounter angle χ 45 deg

RRS Performance Symbol Value Unit

Heading deviation (RMS) ∆ψ 5.0 deg
Rudder angle (RMS) α 7.42 deg
Roll Angle—Autopilot only (RMS) φ 3.68 deg
Roll Angle—Autopilot + RRS (RMS) φ 2.19 deg
Reduction Angle (RMS) RR 40.33 %

Roll Acceleration—Autopilot only (RMS) φ̈ 0.65 deg/sec2

Roll Acceleration—Autopilot + RRS (RMS) φ̈ 0.42 deg/sec2

Reduction Acceleration (RMS) RR 34.7 %
MII—Autopilot only MII 0.0 per min
MII—Autopilot + RR MII 0.0 per min
Reduction MII RR — %

shows the performance of the RRS after the change in heading for the cases
in which the parameters of the wave roll motion model were not adapted, and
kept the values used in the condition prior to the change. The third column
shows the result after letting the parameters be updated to the new condition.
The parameters were updated using closed-loop measurements.

For the change of heading from quartering seas to beam seas, there is a
significant improvement in performance when adapting the parameters. This is
because, for this example, the change in encounter frequency is large, requiring
a significant update of the parameters. For the change of heading from beam
to bow seas, the increase in performance is not as large, due to the relatively
small changes in the parameters of the model.

Although, we have considered only a simple case to illustrate the role of
adaptation, one should bear in mind that changes in speed as well as sea state
can lead to important variations in the characteristics of roll motion (power
spectrum); and therefore, adaptation plays a significant role in the proposed
strategy.

It should also be mentioned that the use of a model to predict the distur-
bance over the prediction horizon can be considered as a feed-forward term.
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Fig. 12.7. Case B. Simulation for SS5 in quartering seas and high gain (λ=0.9,
γp=1). Angles are given in degrees, and the roll acceleration in deg/sec2.

By augmenting the model to incorporate the wave-induced roll motion and
using the observer to estimate the states of this model, the control scheme is
similar to that shown in Figure 8.10. This, together with the adaptation of
the parameters of the disturbance model ensure that the roll amplifications
characteristic of classical controllers (PID and H∞) will not occur.

12.10.7 A Comment About the Simulation Results

The simulations shown above illustrate some of the most relevant situations.
Note that in all the cases, the parameters of the controller are fixed for all
the simulations. The only part of the controller that changed with each sailing
condition was the model for the disturbance, which was estimated from closed
loop measurements.

The three cases for which we have shown the time series illustrate the
different possibilities with respect to constraint handling and performance
limitations. Indeed, in Case A, the encounter frequency is high enough so that
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Table 12.4. Rudder roll stabilization simulation report for bow seas at the top of
Sea State 5—SS5.

MPC parameters Symbol Value Unit

Prediction horizon N 10 samples
Sampling time Ts 0.25 sec
Rudder magnitude constraint ∆umax 22 deg
Rudder rate constraint umax 20 deg/sec
Tuning λ, γp, γα 0.95, 1, 1 –

Sailing Conditions Symbol Value Unit

Wave spectrum Sζζ(ω) ITTC m2sec
Significant wave height H1/3 4 m
Average Wave period T 9.5 sec
Encounter angle χ 135 deg

RRS Performance Symbol Value Unit

Heading deviation (RMS) ∆ψ 1.72 deg
Rudder angle (RMS) α 10.85 deg
Roll Angle—Autopilot only (RMS) φ 6.53 deg
Roll Angle—Autopilot + RRS (RMS) φ 2.54 deg
Reduction Angle (RMS) RR 61.0 %

Roll Acceleration—Autopilot only (RMS) φ̈ 6.12 deg/sec2

Roll Acceleration—Autopilot + RRS (RMS) φ̈ 2.89 deg/sec2

Reduction Acceleration (RMS) RR 52.7 %
MII—Autopilot only MII 4.84 per min
MII—Autopilot + RR MII 0.04 per min
Reduction MII RR 99 %

Table 12.5. Performance after a change in course from quartering to beam seas and
from beam to bow seas with no adaptation (NA) and after adapting the disturbance
predictor (A).

ITTC, Hs=2.5m,T=7.5s 45→90NA 45→90A

Roll red % 41.5 65.2
Roll Acc Red % 36.0 60.6

MII red % 81.2 99.1
Yaw rms 0.70 0.86

Rudder rms 6.2 10.1

ITTC, Hs=2.5m,T=7.5s 90→135NA 90→135A

Roll red % 62.0 66. 4
Roll Acc Red % 46.7 56.6

MII red % 100 100
Yaw rms 0.33 0.4

Rudder rms 4.2 5.2

limitations due to the coupling between roll and the steering characteristics
are not significant, but sufficiently low so as to enable the controller to use the
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Fig. 12.8. Case C. Simulation for SS5 in bow seas and high gain control (λ=0.9,
γp=1.) Angles are given in degrees, and the roll acceleration in deg/sec2.

full speed of the rudder. The controller limits the maximum angle. In Case
B, the encounter frequency is low, and the limitation due to the interaction
between roll and the steering characteristics of the vessel are the dominant
limiting factor. Note that the rudder angle does not reach the constraints in
either magnitude or rate. Finally, in Case C, the encounter frequency is high
and the main limitation is the constraint in rudder rate to avoid the saturation
of the steering machinery.

These simulations illustrate the performance of MPC as a possible solution
to handle the constrained control problem of rudder-based stabilizers. The
results obtained in the simulations are in agreement with the performance
expected and the changes in performance due to changing sailing conditions
according to the study of fundamental limitations performed in Chapter 8 and
9.
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Constrained Control of Fin Stabilisers

This chapter addresses the control system design of fin stabilisers. The par-
ticular problem of dynamic stall is discussed and a constrained control design
solution is proposed.

13.1 Performance and Control of Rudder and Fins

The performance of fin stabilisers is usually superior to that of RRS mainly
because of two main reasons:

• Fins have more capacity than rudders to produce roll. The roll arm of
stabiliser fins is usually larger than that of rudders due to the location
of the fins on the hull, i.e. rf > rr—see Figures 5.9 and 5.11. Therefore,
small fins can produce a significant roll moment.

• There is, in general, a small coupling between the roll and yaw motion
produced by the fins, due to the location of the fins in the hull.

Because of the small coupling with the steering, the design of controllers for
fin stabilisers can be performed under the assumption that the roll motion is
decoupled from the other components of motion—this simplifies the design
and results in effective classical controllers like PID and H∞. If the fins are
located either far aft or ahead of the centre of gravity, however, there will be
a coupling with the steering, which can reduce the performance of the fins.
This problem has long been recognised in fin stabiliser design [43] and has
two consequences.

If the fins are located aft from the centre of gravity, they also produce a
yaw moment similar to that produced by the rudder. In this case, there will be
a non-minimum phase zero in the fin-to-roll response, and the usual control
design trade-off for classical controllers holds: reducing the roll at frequencies
close to the vessel’s roll natural frequency will result in amplifications of roll
at high and low frequencies—see Chapter 8. This zero, however, is usually
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located closer to the imaginary axis than it is for rudders. Therefore, only
sailing conditions resulting very low encounter frequency will usually produce
problems [135, 136].

The other consequence of the coupling with the steering is that, if there
is no appropriate wave filtering for the autopilot, it can happen that fins
and rudder act against each other and the effectiveness of the fins is reduced
[43]. One solution to this problem consists of selecting the location of the
fins so as to minimise the coupling with the heading. This may not always be
feasible because ship designs are constrained by many factors, which may have
higher priority than the location of the fins. A second solution is to design an
integrated rudder and fin stabiliser control system. The latter improves the
performance of both the autopilot and the fins, even when the potential of
the rudder to reduce roll is low.

From the control point of view, another advantage of fins (apart from using
only the decoupled roll model for design) is that, because of their size, small
and fast hydraulic machinery can be used to command them. Therefore, lim-
itations due to fin rate motion are not as critical as for RRS—stability issues
due to slow actuator dynamics are seldom a problem. Magnitude constraints,
however, can be more complex to handle than in the case of rudder stabilis-
ers. Fins have a large arm with respect to the centre of gravity of the ship,
which is advantageous for producing roll moments; however, this long arm
results in the local flow velocities induced by large roll motion affecting the
performance. This can result in dynamic stall conditions—see Section 5.3 in
Chapter 5. As we will see, when this happens, and the control design does
not for this, large performance degradation can result. This problem can be
addressed using a special characteristic of MPC: a combination of input and
output constraints.

13.2 A Model for Fin Stabilizer Control Design

The decoupled linear equations of motion for roll in the body-fixed frame are

I44ṗ + Dp + Gφ = τ b
4fins + τ b

4w,

φ̇ = p,
(13.1)

where τ b
fins is the roll moment generated by the fins, and τ b

4w the roll moment
generated by the waves. The inertia Iφφ = Ixx − Kṗ is the total roll inertia,
and damping coefficient D is an equivalent linear damping, which accounts for
potential and viscous effects, which for roll are the main source of damping.
This equivalent damping can be obtained using energy-based or stochastic
linearisation:

D = arg min
DL

E{(DNL(p) − DL p)2}, (13.2)
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where DNL(p) is the nonlinear damping usually of the form DNL(p) = Kpp +
K|u|pUp+Kp|p|p|p|. For details on statistical linearisation of roll damping see
[182, 192].

The total roll moment generated by the fins, which is the control action,
can be expressed as (see (5.11))

τ b
fins = 2Kααe, Kα � 1

2
ρ rfV 2

flAf
∂CL

∂αe

∣∣∣∣
αe=0

, (13.3)

where ρ is the water density, rf is the fin moment arm, Vfl is the relative speed
between the fins and the flow (which will be approximated as the forward
speed of the vessel, i.e. (Vfl ≈ U), Af is the area of the fins, CL is the lift
coefficient, and αe the effective angle of attack between the fins and the fluid
velocity. The effective angle of attack can be defined using the magnitudes
depicted in Figure 5.5:

αe = −αfl − α, (13.4)

with
αfl = arctan

(vroll

U

)
= arctan

(rf p

U

)
≈

rf

U
p. (13.5)

where α is the mechanical angle of the fins (control command), and αfl is the
angle induced by the combination of roll rate and forward speed of the vessel.
With the adopted positive convention, we have τfins > 0 whenever αe > 0.
If we consider αfl = 0, positive mechanical angles of the fins will induce a
negative roll moment: the positive mechanical angles have been defined using
the right hand side convention for both fins. Similarly, if α = 0, the flow angle
induced by the combination of positive roll rate p and forward speed of the
vessel U will induce a negative roll moment. The roll moment induced by the
fins can then be expressed as

τ b
4fins = 2Kα

(
−rf

U
p − α

)
. (13.6)

To design the control system, we will assume an output disturbance, i.e.
instead of considering the wave excitation moment, τ b

w as a disturbance, cf.
(13.1), we will consider the motion induced by this moment as a disturbance.
Under this assumption, the model describing the control-induced motion is
given by[

φ̇c

ṗc

]
=

[
0 1

I−1
44 G I−1

44 D − Kα
rf

U

] [
φc

pc

]
−

[
0 Kα

0 Kα

] [
αsf

αpf

]
, (13.7)

where αsf and αpf are the starboard and port fin mechanical angles respec-
tively. It is common practice to design the control assuming only one control
input, and then command one fin out of phase with respect to the other. Nev-
ertheless, the experimental work of [80] shows that as the sea state becomes
severe, the flow of the windward fin is often affected by the waves more than
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the flow of the leeward fin. Hence, it will be convenient to consider the angle
of starboard and port fins as two separate control commands when constraints
are incorporated into the design. The super-script c in the variables of (13.7)
indicates control-induced motion.

Using the zero-order hold method, a discrete-time equivalent system can
be obtained for (13.7):

xc
k+1 = Φcxc

k + Γcuk, (13.8)

where

xc
k =

[
φc

k

pc
k

]
and uk =

[
αfs

k

αfp
k

]
. (13.9)

By combining this model with the wave-induced roll model given in (12.15)
(cf. Section 12.4.2) we obtain an augmented model, which can be used for
stabiliser control system design

xk+1 = Φxk + Γuk + wk,

yk = Cxk + nk,
(13.10)

where the augmented state is

xk = [φc
k, pc

k, φw
k , pw

k ]t, (13.11)

yk = [(φc
k + φw

k ), (pc
k + pw

k )]t,

� [φk, pk]t,
(13.12)

and

Φ =
[
Φc 0
0 Φw

φ

]
, Γ =

[
Γc

0

]
, C =

[
1 0 1 0
0 1 0 1

]
(13.13)

To this model, we can apply the same Kalman filtering techniques for state
estimation used in Chapter 12—See also Appendix A. The parameters of wave-
induced roll part of the model can be estimated as discussed in Section 12.5.

13.3 Output Constraints to avoid Dynamic Stall

As discussed in Section 5.3, stabiliser fins normally operate in unsteady con-
ditions. From the control system design perspective, these effects can be ne-
glected altogether in most cases, and the design can be performed using the
steady hydrodynamic characteristic of the fins, i.e. the steady lift vs. angle
of attack characteristic discussed in Section 5.2. The steady characteristics
describe the behaviour of the fin accurately when the motion of the ship and
the action demanded by the controller result in a quasi-steady motion of the
fins.

In severe sea states, however, the motion of the hull and the water particle
orbits close to the fin can induce a large effective angle of attack even for small
mechanical angles of the fin. This produces flow separation and loss of control
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action. Unlike commonly encountered actuators found in control applications,
when the flow separation occurs under unsteady condition a severe hysteric
behaviour develops and the control action is lost until the effective angle of
attack is reduced and the flow reattaches—see Figure 5.7.

Recent experimental results aimed at investigating operational limits of
fin stabilizers reported in [80] indicate that the degradation roll reduction due
to the development of dynamic stall can be severe. Indeed, Figure 13.1 depicts
a record of roll motion in such a situation for a scale model of a ferry.

Fig. 13.1. Roll motion under fin dynamic stall of a 1:40 model of a 180m fast ferry
at 35kts in quartering irregular seas. Experiments performed at MARIN-Maritime
Research Institute Netherlands. Courtesy of MARIN.

From the results reported in [80], it also follows that even during the
unsteady operation of fins, stall can be prevented provided the effective angle
of attack is not taken beyond the steady-flow stall angle. This indicates that
a constraint on the effective angle of attack could prevent the development
of dynamic stallling conditions. Therefore, we will consider the control design
subject to the following constraint:[

0 −rf
U

0 −rf
U

] [
φ
p

]
−

[
αfs

k

αfp
k

]
<

[
αs

αp

]
, (13.14)

where αs, αp ≤ αstall—the steady flow stall angle. The reason for taking the
constraint αs and αp to be less than the steady-flow stall angle is that there
is uncertainty associated with the influence of the orbital particle velocity on
the effective angle of attack, due to the waves moving relative to the hull.
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13.4 A MPC Fin-Stabiliser Controller

Similarly to the problem of RRS, we can pose the constrained control problem
for fin stabilisers as follows:

Definition 13.1 (Output-Feedback Constrained Control Problem for
Fins). Find the feedback control command uk = K(yk), that minimizes the
following cost:

V = lim
N→∞

1
N

E

{
N∑

k=0

yt
kQyk + ut

kRuk

}
, (13.15)

subject to the system (13.10):

xk+1 = Φxk + Γuk + wk,

yk = Cxk + nk,

with the given initial conditions x0, and previous control command u−1, and
also subject to the following constraints

|uk| ≤ umax and |ǔk − ǔk−1| ≤ ∆u |Nyk − uk| ≤ ∆yu, (13.16)

where

umax =
[
αmax

αmax

]
, ∆u =

[
∆u

∆u

]
, N =

[
0 −rf

U

0 −rf
U

]
, and∆yu =

[
αs

αp

]
, (13.17)

with αmax being the maximum mechanical angle allowed to the fins, ∆u the
maximum fin rate allowed by the hydraulic machinery commanding the fins,
U the forward speed of the vessel and αs,αp ≤ αstall. ◦ ◦ ◦
If the matrices Q and R in (13.15) are chosen

Q =
[
qφ 0
0 qp

]
R =

[
qsf 0
0 qpf

]
, (13.18)

Then the cost function can be interpreted as

V ∝ qφvar[φ] + qpvar[ṗ] + qsfvar[αfs] + qpfvar[αfp].

The solution of the above problem can be approximated using CE-MPC. Thus,
we first consider the following finite-horizon optimal control problem (under
the assumption that there is full-state information):

Definition 13.2 (Finite-Horizon optimal control problem). Given the
initial condition for the augmented state x̌0 we seek the vector of control com-
mands

Ǔopt = [ǔopt
0 (x̌0), . . . , ǔopt

N−1(x̌0)]t; (13.19)
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that minimizes the following cost

JN (x̌0,U) = x̌t
N Š x̌N +

N−1∑
j=0

x̌t
j Q̌ x̌j + ǔt

j Ř ǔj , (13.20)

subject to

x̌j+1 = Φx̌j + Γǔj , x̌j=0 = x̌0,

and

|ǔj | ≤ umax and |ǔj − ǔj−1| ≤ ∆u |Ny̌j − ǔj | ≤ ∆yu, (13.21)

◦ ◦ ◦
The solution of the above problem reduces to the following quadratic pro-
gramme:

Ǔopt = arg min
Ǔ

1
2
ǓtHǓ + ǓtFx̌0

s.t. LǓ ≤ M,

(13.22)

where

H = 2(R + Bt QB), (13.23)
F = 2At QB, (13.24)

Q = diag{Q̌, . . . , Q̌, Š} , (13.25)

R = diag{Ř, . . . , Ř}, (13.26)

and

Φ =

⎡⎢⎢⎢⎣
Φ
Φ2

...
ΦN

⎤⎥⎥⎥⎦ , B =

⎡⎢⎢⎢⎣
Γ 0 · · · 0

ΦΓ Γ · · · 0
...

...
. . .

...
ΦN−1Γ ΦN−2Γ · · · Γ

⎤⎥⎥⎥⎦ . (13.27)

The constraints are given by

L =

⎡⎢⎢⎢⎢⎢⎢⎣
I

−I
N

−N
W

−W

⎤⎥⎥⎥⎥⎥⎥⎦ ; K =

⎡⎢⎢⎢⎢⎢⎢⎣

U
−U

Y
−Y

V
−V.

⎤⎥⎥⎥⎥⎥⎥⎦ (13.28)

where
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I =

⎡⎢⎢⎢⎣
I2×2 · · · 0
0 I2×2 0
...

. . . . . .
...

0 · · · 0 I2×2

⎤⎥⎥⎥⎦ W =

⎡⎢⎢⎢⎣
I2×2 · · · 0
−I2×2 I2×2 0

...
. . . . . .

...
0 · · · −I2×2 I2×2

⎤⎥⎥⎥⎦ , (13.29)

N =

⎡⎢⎢⎢⎢⎢⎣
−I2×2 0 · · · · · · 0
NCΓ −I2×2 · · · · · · 0

NCΦΓ NCΓ −I2×2 · · · 0
...

. . . . . . . . .
...

(NCΦN−2Γ) (NCΦN−3Γ) · · · NCΓ −I2×2

⎤⎥⎥⎥⎥⎥⎦ , (13.30)

and

U =

⎡⎢⎣umax

...
umax

⎤⎥⎦ ; V =

⎡⎢⎢⎢⎣
u−1 + ∆u

∆u

...
∆u

⎤⎥⎥⎥⎦ ; Y =

⎡⎢⎢⎢⎣
∆yu − NCx0

∆yu − NCΦx0

...
∆yu − NCΦN−1x0

⎤⎥⎥⎥⎦ (13.31)

Because the state (13.11) is not available to implement the control, we use
the estimate provided by the Kalman filter—certainty equivalent solution. By
doing so, the following steps are taken at each sampling instant:

1. Take measurements yk.
2. Update the state estimate x̂k|k using the measured output and the previ-

ous control.
3. Using the initial condition x̌0 = x̂k|k, solve the quadratic programme

(13.22) to obtain the sequence of controls Ǔopt.
4. Update the control command uk = ǔ0.

These steps implicitly define the following control law

uk = KN (x̂k|k). (13.32)

13.5 Numerical Simulations

To simulate the unsteady hydrodynamic characteristic of the fins, we can use
a piecewise-linear approximation with memory implemented using Petri nets.
Figure 13.2 shows this type of model excited with a sinusoidal effective angle
of attack. The first two plots (top) depict the linear behaviour of the fin when
αe < αstall, i.e.

CL ≈
∂CL

∂αe

∣∣∣∣
αe=0

αe (13.33)

The second set of plots depicts the effect of a minor excess of the stall angle.
The third set of plots depicts a major excess. This model captures the effect
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Fig. 13.2. Model for unsteady hydrodynamic characteristic of a foil for a sinusoidal
variations of the angle of attack. The top plots (left and right), show the case for
no stall. The two middle plots show minor stall, while the bottom plots show major
dynamic stall conditions.

of hysteresis, which depends on how much the stall angle has been exceeded.
The effects depicted compare well with the experimental results shown in
Figure 5.7.

Several scenarios were tested for the vessel sailing at 15 kt, and a sea envi-
ronment described by the ITTC spectrum parameterized with wave height of 4
m. The controller parameters used in the simulations are shown in Table 13.5.
The first set of simulations were performed with a magnitude constraint for
the mechanical angle of the fins of 25 deg and maximum rate of 25 deg/s,
without any constraint on the effective angle of attach—i.e. the usual design
situation. We found that, for the benchmark example vessel, with the adopted
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sea state, the fins stalled in beam seas only for wave periods of 6 and 7 s—near
resonant roll condition.

Table 13.1. MPC parameters used in the simulations.

MPC parameters Value

Prediction horizon 12 samples
Sampling time 0.25 s
Fin magnitude constraint 25 deg
Fin rate constraint 12 deg/s
Tuning qp= 2; qφ= 10; qsf = qpf= 0.1

For an average wave period of 7 s, the performance obtained is shown in
Figure (13.3). In the first two plots of this figure we can see the roll angle
and the roll rate in open and closed loop conditions. The third and fourth
plots show the mechanical angle of attack and the effective angle of attack
respectively. Finally, the last plot shows the generated lift.

From Figure (13.3), we can appreciate that the effect of dynamic stall on
the performance is significant. As stated by Galliarde in [80], when dynamic
stall occurs, the ship behaves as if it were in open loop for a few roll periods.
This effect is evident in Figure (13.3). The stall is usually triggered by a
high wave, and it extends for a few cycles depending on the size of the waves
that follow the triggering wave. Since the controller is not informed about
the loss of actuation, once the stall starts, the controller demands larger and
larger mechanical angles until it reaches the mechanical limits. This, in turn,
contributes further to the loss of actuation and may even eliminate the control
action—see the time series of the lift in Figure (13.3). In addition, higher
waves and thus high roll usually occur in groups. Therefore, this situation
contributes to extending the period in which the control action is lost.

Figure 13.4, shows a simulation with the same time series for comparison
but with a controller that constrains not only the mechanical angle of the
fin but also the effective angle of attack. The improvement is significant. Fig-
ure 13.5 shows the lift vs. effective angle of attack of the model for the two
cases simulated.

Note also that by incorporating a constraint on the effective angle of at-
tack, rather than reducing the whole control action (cautious approach), the
control remains fully capable when there is no risk of dynamic stall. The main
issue from the ship performance point of view in these conditions, however, is
that the bursts of high roll motion that appear as a consequence of dynamic
stall are almost impossible to predict by the crew. This interrupts the tasks
performed by the crew and increases the amount of time required for the ship
to accomplish its mission. The author recalls a discussion with a naval officer
from the Royal Australian Navy who preferred to switch the fin stabilizers off
whenever these conditions appeared. The officer argued that it was easier for
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the crew to work with higher but predictable roll angles rather than reduced
roll angles with occasional bursts of high roll motion.

As already mentioned, from a practical point of view, it is be necessary to
constrain the estimated effective angle of attack to take values even smaller
than the static stall angle to account for the uncertainty associated with the
true effective angle of attack. This can be inferred from the results depicted
in Figure 13.5.
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Fig. 13.3. Simulation in Beam seas Top SS5 average wave period 7 sec. No effective
angle of attack constraint.
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13.6 Integrated Control of Rudder and Fins

The extension of the proposed solutions to the integrated control of rudders
and fins is trivial. Indeed, the problem is similar to Problem 12.1, but with
the state vector

xk �
[
vc

k, pc
k, rc

k, φc
k, ψ̄k, pw

k , φw
k , rb

k

]t
, (13.34)

and the control

uk �

⎡⎣αrud
k

αfs
k

αfp
k

⎤⎦ , (13.35)

and their respective constraints. The cost function for combined rudder and
fin control can be chosen as

V =
N∑

k=0

λ [φ2
k + γp(pk+1 − pk)2]

+ (1 − λ)[γr∆r2
k + γψ∆ψ2

k + γrud(αrud
k )2 + γfs(αfs

k )2 + γpf(α
fp
k )2]. (13.36)

13.7 Summary and Discussion

After studying the mathematical models, performance assessment methods
and fundamental performance limitations during the first three parts of the
book, all the key ingredients for the control system design were presented.
This final part of the book, then, addressed the control system design.

The results obtained via numerical simulations forecast a successful ap-
plication of MPC to the problem of control system design of rudder and fin
stabilizers. The proposed solution provides the designer with a systematic
framework to address the multivariable nature of these problems and the
different type of constraints that may be required in different scenarios (sail-
ing conditions and type of stabilizers.) Furthermore, with recent advances in
both optimization science and computational speed (DSP technology), the
problems addressed in this book present no complications regarding compu-
tational issues associated with the real-time implementation of MPC. Save for
minor improvements, the material presented in this book covers most of the
design stages prior to dealing with specific implementation issues.

Finally, the order in which the material was presented provides a system-
atic approach to control system design—this is not limited to the problems
addressed in this book.
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Observers and Kalman Filtering

Observers are commonly used in ship motion control systems to perform sev-
eral tasks: filter first-order wave induced motion, estimate magnitudes that
are not measured, assist in fault detection, etc. This appendix summarises
the concept of state estimation using observers, and in particular the so-called
Kalman Filter. This material provides enough background for the reader to
follow the topics of the book, and references to the literature are included for
in-depth discussions of this important topic.

A.1 State Estimation via Observers

Let us assume that we can describe the plant or system to be controlled by

ẋ(t) = Ax(t) + Bu(t),
y(t) = Cx(t),

(A.1)

An observer, is a dynamic system that provides an estimate of the state of
the plant, x̂(t), based on input and output measurements, i.e. u(t) and y(t).
This can be achieved by copying the dynamics of the plant and incorporat-
ing a feedback from the difference between the plant output and the output
generated using the the estimates of the state. That is, the observer is of the
type

˙̂x(t) = Ax̂(t) + Bu(t) + L(y(t) − ŷ(t)),
ŷ(t) = Cx̂(t).

(A.2)

The dynamics of the estimation error, defined as e(t) � x(t) − x̂, satisfy

ė(t) = (A − LC)e(t), (A.3)
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which shows that if L is designed such that the above equation is stable,
then the estimation error tends to zero whatever the initial condition. If the
pair (A,C) is observable, i.e. if the information contained in y(t) is rich
enough to estimate the state–see [89], then L can be designed to locate the
eigenvalues of (A− LC) anywhere in the complex plane, and thus define the
rate of convergence of the estimate. See, for example, [89] for details on how
to design L via pole placement.

We can apply the same concept for a discrete-time type of system:

x̂k+1|k = Ax̂k|k−1 + Buk + L(yk − ŷk|k−1),
ŷk|k−1 = Cx̂k|k−1,

(A.4)

where the error ek|k−1 � xk − x̂k|k−1 satisfies

ek+1|k = (A − LC)ek|k−1. (A.5)

The notation x̂k+1|k indicates that the estimate of the state at the stage
k + 1 has been obtained using the information up to the stage k, i.e. Ik =
{uk,yk,uk−1,yk−1, ...y0}. Therefore, this type of observer is called a predictor
observer.

A discrete-time observer that uses the information of the most current
measurement is called a current observer. This can be implemented as

x̂k|k = x̂k|k−1 + Lc(yk − ŷk|k−1),
x̂k+1|k = Ax̂k|k + Buk,

ŷk|k−1 = Cx̂k|k−1.

(A.6)

By eliminating x̂k|k, in the above equations, we obtain

x̂k+1|k = (A − LC)x̂k|k−1 + Buk, (A.7)

with L = ALc, from which we can recover the estimation error equation
(A.5) and design Lc such that the estimation error converges to zero. Current
observers have, in general, a better performance than predictor observers.

A.2 Kalman Filtering

The Kalman filter is a special type of observer that accounts for the presence
of process disturbances and measurement noise, and the gain L is determined
using statistical information.

Consider the time-varying system

xk+1 = Akxk + Bkuk + wk,

yk = Ckxk + nk.
(A.8)
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The state disturbance wk and the measurement noise nk are uncorrelated
sequences of zero-mean identically distributed Gaussian vectors with finite
covariance:

E[wk] = 0, E[nk] = 0, E[wknt
j ] = 0.

E[wkwt
j ] =

{
Cww k = j

0 k �= j
, E[nknt

j ] =

{
Cnn k = j

0 k �= j
.

Let us start by assuming that at the stage k, we have and estimate of the
state based on prior information (a priori estimate): x̂k|k−1. We also define
the a priori estimation error,

ek|k−1 � xk − x̂k|k−1,

which we assume to have a zero mean with known covariance:

Σk|k−1 = E[ek|k−1et
k|k−1] = E[(xk − x̂k|k−1)(xk − x̂k|k−1)t].

Based on newly available information yk, let us consider the following esti-
mation update:

x̂k|k = x̂k|k−1 + Lk(yk − Cx̂k|k−1). (A.9)

Using this a posteriori update we can define the a posteriori estimation error
ek|k � xk − x̂k|k with covariance:

Σk|k = E[ek|ket
k|k] = E[(xk − x̂k|k)(xk − x̂k|k)t]

= E{[(xk − x̂k|k−1) − Lk(yk − Cx̂k|k−1)]
[(xk − x̂k|k−1) − Lk(yk − Cx̂k|k−1)]t}.

Taking the expectation, and noticing that (xk − x̂k|k−1) is uncorrelated with
the measurement noise, we obtain:

Σk|k = (I − LkCk)Σk|k−1(I − LkCk)t + LkCnnLt
k (A.10)

This formula is valid for any value of the gain Lk. Now we seek the optimal
gain (Kalman Gain):

Lopt
k = arg min

Lk

trace(Σk|k),

That is, the gain that minimizes the sum of the variance of the components
of the estimation error:

trace(Σk|k) = var[e1,k|k] + var[e2,k|k] + · · · + var[en,k|k].

After manipulating (A.10), taking its derivative with respect to L, and equat-
ing it to zero, we find–see [40] for details:
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Lopt
k = Σk|k−1Ct

k(CkΣk|k−1Ct
k + Cnn)−1,

and
Σopt

k|k = (I − Lopt
k Ck)Σk|k−1.

The current optimal estimate x̂opt
k|k , is then obtained by using Lopt

k in (A.9).
This estimate can be projected in time using the model of the system. In-
deed, since the process noise wk is uncorrelated, the optimal one-step-ahead
prediction is obtain from

x̂opt
k+1|k = Ak x̂opt

k|k + Bkuk.

Also,

eopt
k+1|k = xk+1 − x̂opt

k+1|k = (Ak x̂opt
k|k + wk) − Akx̂opt

k|k ,

= Ak eopt
k|k + wk,

and then,

Σopt
k+1|k = E[eopt

k+1|k(eopt
k+1|k)t] = AkΣopt

k+1|kA
t
k + Cww.

Therefore, the Kalman Filter takes the form:

Measurement Update (initial conditions k = 0, x̂0|−,Σ0|−):

Lk = Σk|k−1Ct
k(CkΣk|k−1Ct

k + Cnn)−1,

x̂k|k = x̂k|k−1 + Lk(yk − Cx̂k|k−1),
Σk|k = (I − Lopt

k Ck)Σk|k−1.

(A.11)

Prediction:

x̂k+1|k = Ak x̂k|k + Bkuk,

Σk+1|k = AkΣk+1|kAt
k + Cww.

(A.12)

Figure A.1 represents the typical order for the operations in a Kalman filter.

A.3 Optimality of Kalman Filters

To outline the derivation of the Kalman Filter algorithm (KF) in the previ-
ous section, we posed an optimization problem to minimise the trace of the
covariance of the estimation error. The optimality of the KF, however, goes
beyond this. Indeed, it can be shown that for the case considered, i.e. a linear
process with a linear measurement equation and Gaussian white process and
measurement noises, the KF is also optimal in the sense that it minimizes the
conditional covariance of the state, and thus the estimate is the conditional
mean[121, 24, 146]:
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x0|−, Σ0|−, k = 0 (Initial Condition)

Lk = Σk|k−1C
t
k(CkΣk|k−1C

t
k + Cnn)−1

y0,y1, ...(Input)u0,u1, ...(Input)

x̂0|0, x̂1|1, ...(Output)

Σk|k = (I − LkCk)Σk|k−1

x̂k+1|k = Ak x̂k|k + Bkuk

Σk+1|k = AkΣk|kA
t
k + Cww

x̂k|k = x̂k|k−1 + Lk(yk − Cx̂k|k−1)

Cww,Cnn (Filter data)

k = k + 1

Measurement updatePrediction

Kalman gain

Covariance update

Fig. A.1. Kalman Filter Algorithm

x̂opt
k|k = E[xk|Ik] = arg min

x̂
E[(xk − x̂k)(xk − x̂k)t|Ik],

and
Σopt

k|k = min
x̂

E[(xk − x̂k)(xk − x̂k)t|Ik],

where Ik = {yk,uk,yk−1,uk−1,yk−2,uk−2, ...,y0} = {yk,uk, x̂opt
k−1|k−1} rep-

resents all the past information up to the stage k. Furthermore, because the
system is linear and the disturbance and measurement noise are assumed
Gaussian, the conditional probability density function (PDF) of the state is
given by

pxk|Ik(x) � N(x̂opt
k|k ,Σopt

k|k ),

That is, the KF gives the mean and the covariance, and this is all the infor-
mation we needed to define the conditional PDF. Therefore, any statistic of
interest can be determined. This, however, may not be true for the nonlin-
ear and/or non-Gaussian cases. In these cases, other type of filters must be
considered–see [7].

A.4 Correlated Disturbances

If the disturbance wk in (A.8) is correlated (colored noise), as it is most
common in practice, we can use statistical methods (spectral factorisation) to
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obtain the model of it:

zk+1 = Awzk + Bwvk,

wk = Cwzk,

where vk is white with covariance Cvv. Then, we can consider a KF for the
augmented model: [

xk+1

zk+1

]
=

[
A Cw

0 Aw

] [
xk

zk

]
+

[
0

Bw

]
vk,

yk =
[
C 0

] [
xk

zk

]
+ nk.

A.5 Practical Kalman Filter: Tuning

• Measurement Noise (nk): The measurement noise is usually associated
with sensor noise. Then, if the sensors do not have biases, and σvi is an
estimate of the RMS value of the component (or channel) i, we can choose

Cnn = diag(σ2
n1, σ

2
n2, . . . , σ

2
np).

• Initial State and its Covariance (x0|−, Σ0|−): The initial state is
an initial guess, and the covariance a measure of certainty of that guess.
Some components of x0|− may be taken from y−1, and the rest are set
ad-hoc. The matrix Σ0|− is chosen to be diagonal with high values for the
non-measured states and appropriate values for measured ones.

• Disturbance (wk): The statistics of the process disturbance are not easy
to find or guess in general. Thus, the covariance Cww is usually chosen to
be diagonal, and its entries are used to tune the filter—this requires trial
and error. If Cww is chosen zero, Lk would → 0 as k increases, because
Cww = 0 indicates high certainty in the prediction, then the optimal thing
to do is ignoring the noisy update. This will never happen in practice due
to uncertainty in the model. Thus, by setting Cww = 0, one could have a
filter that diverges: a dumb and happy filter ignoring measurements.

A.6 Steady State Kalman filter

When the process is stationary, i.e. A does not depend on time, and the
disturbance and noise are stationary, often, after a few steps k, the KF reaches
steady state values for the gain and the covariance. The steady state covariance

Σ∞ = lim
k→∞E[ek|ket

k|k],

can be obtained by solvong the following Discrete-time Algebraic Riccati
Equation (DARE):
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AΣ∞At − Σ∞ − AΣ∞Ct(CΣ∞Ct + Cnn)−1CΣ∞At + Cww = 0,

and then, the steady state Kalman gain is

L∞ = Σ∞Ct(CΣ∞Ct + Cnn)−1.

This fixed gain can be used in (A.6) with Lc = L∞ to implement steady state
KF. The advantage of the steady-state KF is that we do not need to invert
matrices on-line to propagate the covariances as in the algorithm given in
Section A.2. The steady-state KF will give an estimation error with a prop-
agation equation such as (A.5) with L = AL∞. This will be stable provided
the pair is stabilisable and the pair (A,C) detectable–see [89] for details.

A.7 Implementation Issues

The equations for the KF presented in this appendix may not be the best
choice for real-time implementations. There are numerical issues associated
with matrix inversion and covariance propagation; in some cases the covari-
ance matrices could result negative definite due to numerical errors. To solve
these issues, different implementations of the equations have been developed
to propagate and update the estimates and the covariance. These implementa-
tions, known as square root filtering, are algebraically equivalent to the equa-
tions given here, but exhibit improved numerical precision and stability. For
details see for example [146].
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A Benchmark Example: Naval Vessel

The vessel model presented here corresponds to a small relatively fast mono-
hull. This vessel was never built. The model is based on the drawing lines and
load conditions of a design by ADI-Limited Australia.

The author has modified the data provided by ADI-limited so as to match
the load condition and main particulars of a vessel with similar characteristics
presented by Blanke and Christensen, [33]. This way the RAOs calculated by
the author can be combined with the manoeuvring model from [33] to have
a complete benchmark example. The hydrostatic data, as well as the RAOs,
were obtained by the author using ShipX-VERES by MARINTEK AS [64].

The author would like to thank Martin Williams from ADI-Limited Aus-
tralia for the shared data and also MARINTEK AS Trondheim for the use of
ShipX-VERES.
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B.1 Hull Shape
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Fig. B.1. Sections of the lower hull used in the CFD code. Offsets modified by
the author from ADI-Limited design. Published with permission of ADI-Limited
Australia
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Fig. B.2. Main Particulars and reference frames: geometric (origin og), hydrody-
namic (origin oh), and body-fixed (origin ob).

Table B.1. Reference frames—see Figure B.2.

Name Origin Coordinates[m] Comments

Geometrical og = [0, 0, 0] Intersection of AP and baseline
Hydrodynamic oh = [LCG, 0, T ] Measured with respect of og

Body-fixed ob = [Lpp/2, 0, T ] Measured with respect of og
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B.3 Principal Hull Data and Loading Condition

Table B.2. Loading Conditions. VCG and LCG are measured with respect to the
geometrical reference frame—see Figure B.2. The gyradii were approximated as
k4 ≈ 0.355 BOA and k5 ≈ 0.201 LWL (see [136]). The inertias were calculated using
the corresponding displacements and gyradii.

Quantity Symbol Full Load Unit

Length between perpendiculars Lpp 51.5 m
Length over all LOA 52.5 m
Beam over all BOA 8.6 m
Nominal speed U 15 kt
Draft at Lpp/2 T 2.29 m
Draft at FP TFP 2.32 m
Draft at AP TAP 2.26 m
Length Water Line LWL 47.702 m
Breadth Water Line BWL 7.726 m

Trim +ve aft t -0.06 m

Displacement ∆ 364.78 ×103 Kg
Displacement vol. ∇ 355.88 ×103 m3

Lateral Centre of Gravity from AP LCG 19.82 m
Vertical Centre of Gravity from MBL V CG 3.36 m
Lateral Centre of Buoyancy from AP LCB 19.82 m
Vertical Centre of Buoyancy from MBL V CB 1.549 m
Lateral Centre of Flotation from AP LCF 18.27 m
Transverse Metacenter above keel KMt 4.828 m
Longitudinal Metacenter above keel KMl 124.15 m
Transverse Metacentric Height GMt 1.0 m
Longitudinal Metacentric Height GMl 113.99 m
Transverse Buoyancy to Metacentre BMt 3.34 m
Longitudinal Buoyancy to Metacentre BMl 114.49 m

Roll gyradius (from the CG) k4 3.053 m
Pitch gyradius (from the CG) k5 9.591 m
Inertia Roll (from the CG) I44 3.4263×106 Kg m2

Inertia Pitch (from the CG) I55 3.3818×107 Kg m2

Natural Roll Freq. ωφ 0.93 rad/s
Natural Roll Period Tφ 6.76 s
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This vessel is equipped with two rudders.

Table B.3. Rudder data adopted by the author. CP-Rudder centre of pressure.

Quantity Symbol Measure Unit

Area AR 2 × 1.5 m2

Span sp 1.5 m
Mean cord c̄ 1 m
Eff. aspect ratio a 3 -
Max. angle αmax 40 deg
Max. rate α̇max 20 deg/s
Hydra. Prop. band αpb 4 deg
Long. dist. CG–CP LCG 20.4 m
Offset CG–CP port lyp -2 m
Offset CG–CP port lys 2 m
Vert. Dist. CG–CP lz 2.61 m
Dist. CP–propeller lprop 1.5 m

Table B.4. Free stream data for rudder and fin profiles. Adopted according to data
from Lewis [133].

Profile Tip a (eff.) ∂CL
∂αe

(per deg) CLmax CD0 αstall

NACA15 Square 3 0.054 1.25 0.0065 23.0
NACA15 Square 2 0.046 1.33 0.0065 28.8

Table B.5. Fin data (adopted by the author.)

Quantity Symbol Measure Unit

Area AR 2 × 1.7 m2

Span sp 1.3 m
Mean cord c̄ 1.3 m
Eff. aspect ratio a 2 -
Max. angle αmax 35 deg
Max. rate α̇max 25 deg/s
Hydra. Prop. band αpb 10 deg
Tilt angle β 34 deg
Moment Dist. to CG rf 4.22 m
Lat dist to CP lx -2 m
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Fig. B.3. Typical fin stabilizer arrangement.

Table B.6. Bilge Keel Data.

Section from Stern Offset [m] Height [m] Breadth [m]

10 2.99 1.15 0.35
11 2.93 1.15 0.35
12 2.79 1.15 0.35
13 2.58 1.15 0.35
14 2.29 1.15 0.35
15 1.98 1.15 0.35
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Table B.7. Hydrodynamic derivatives for the manoeuvring model. Adapted from
from Blanke and Christensen [33].

X-Coefficients N-Coefficients K-Coefficients Y-Coefficients

Xu̇ = −17400 Nv̇=538000 Ku̇=296000 Yv̇ = −1.9022 × 106

Xu|u| = −1960 Nṙ = −4.3958 × 107 Kṙ= 0.0 Yṙ = −1.4 × 106

Xvr= 0.33 × m Nṗ=0.0 Kṗ = −0.674 × 106 Yṗ = −0.296 × 106

N|u|v = −92000 K|u|v = 9260 Y|u|v = −11800
N|u|r = −4.71 × 106 Kur = −102000 Yur = 131000
Nv|v| = 0.0 Kv|v| = 29300 Yv|v| = −3700
Nr|r| = −202 × 106 Kr|r| = 0.0 Yr|r| = 0.0
Nv|r| = 0.0 Kv|r| = 0.621 × 106 Yv|r| = −0.794 × 106

Nr|v| = −15.6 × 106 Kr|v| = 0.142 × 106 Yr|v| = −0.182 × 106

Nφ|uv| = −0.214 × 106 Kφ|uv| = −8400 Yφ|uv| = 10800
Nφu|r| = −4.98 × 106 Kφ|ur| = −0.196 × 106 Yφ|ur| = 0.251 × 106

Nφu|u| = −8000 Kφuu = −1180 Yφuu = −74
N|u|p = 0.0 K|u|p = −15500 Y|u|p = 0.0
Np|p| = 0.0 Kp|p| = −0.416 × 106 Yp|p| = 0.0
Np = 0.0 Kp = −0.5 × 106 Yp = 0.0
Nφ = 0.0 Kφφφ = −0.325ρg∇ Yφ = 0.0
Nφφφ = 0.0 Yφφφ = 0.0

Yδuu = 2 × 3.5044 × 103

NOTE: Sea water density ρ = 1025 Kg/m3; Gravity constant g = 9.81
m/s2.
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Table B.8. Response amplitude operators at 15kts in quartering seas χ=45 deg .
Roll and yaw are normalised to the wave slope, but sway to the wave amplitude.

ω[rad/s] |H2| arg H2[deg] |H4| arg H4[deg] |H6| arg H6[deg]

0.25 1.143 -82.323 0.941 -88.4 0.402 -127.483
0.412 1.179 -73.909 1.089 -86.908 0.336 -79.465
0.465 1.191 -70.761 1.138 -86.289 0.359 -66.16
0.507 1.2 -68.201 1.175 -85.741 0.385 -57.831
0.546 1.208 -65.643 1.21 -85.148 0.416 -51.292
0.574 1.213 -63.82 1.234 -84.694 0.438 -47.476
0.593 1.216 -62.537 1.25 -84.358 0.454 -45.132
0.628 1.222 -60.083 1.278 -83.674 0.485 -41.275
0.661 1.226 -57.753 1.304 -82.972 0.515 -38.222
0.668 1.226 -57.251 1.309 -82.813 0.521 -37.629
0.676 1.227 -56.738 1.314 -82.648 0.528 -37.042
0.698 1.229 -55.117 1.329 -82.109 0.548 -35.315
0.722 1.229 -53.369 1.345 -81.493 0.57 -33.639
0.736 1.23 -52.381 1.353 -81.129 0.582 -32.766
0.816 1.222 -46.462 1.389 -78.662 0.652 -28.389
0.832 1.219 -45.26 1.394 -78.093 0.665 -27.64
0.855 1.212 -43.581 1.399 -77.255 0.684 -26.655
0.879 1.204 -41.809 1.401 -76.309 0.703 -25.682
0.911 1.191 -39.454 1.4 -74.944 0.727 -24.481
0.917 1.187 -38.964 1.399 -74.642 0.732 -24.243
0.931 1.18 -37.962 1.397 -74.006 0.742 -23.765
0.935 1.178 -37.656 1.396 -73.806 0.744 -23.623
0.945 1.172 -36.932 1.393 -73.323 0.751 -23.29
0.959 1.163 -35.874 1.388 -72.586 0.761 -22.814
0.979 1.149 -34.452 1.379 -71.538 0.774 -22.194
1.06 1.076 -28.586 1.316 -66.309 0.819 -19.817
1.14 0.977 -22.81 1.202 -58.973 0.848 -17.628
1.222 0.852 -16.987 1.036 -47.294 0.86 -15.403
1.304 0.71 -11.186 0.849 -26.383 0.848 -12.987
1.343 0.637 -8.329 0.787 -10.198 0.834 -11.662
1.422 0.486 -2.175 0.898 33.335 0.787 -8.402
1.465 0.404 1.609 1.185 54.307 0.752 -6.117
1.571 0.216 15.041 2.966 85.491 0.659 2.283
1.745 0.093 110.22 15.721 103.506 0.737 22.366
1.79 0.112 137.413 15.207 107.28 0.529 32.735
1.951 0.117 179.866 1.235 134.6 0.121 146.479
2.094 0.042 171.819 0.362 -108.031 0.068 155.862
2.116 0.033 158.54 0.293 -111.449 0.054 146.38
2.353 0.071 92.218 0.162 132.391 0.016 59.094
2.618 0.116 79.625 0.052 68.818 0.013 -143.663
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Table B.9. Response amplitude operators at 15kts in beam seas χ=90deg. Roll and
yaw are normalised to the wave slope, but sway to the wave amplitude.

ω[rad/s] |H2| arg H2[deg] |H4| arg H4[deg] |H6| arg H6[deg]

0.25 1.576 -90.323 1.007 -89.984 0.059 -151.8
0.412 1.77 -90.685 1.019 -89.841 0.073 -132.847
0.465 1.872 -90.992 1.026 -89.798 0.078 -128.025
0.507 1.972 -91.356 1.034 -89.775 0.083 -124.691
0.546 2.089 -91.858 1.044 -89.773 0.088 -121.833
0.574 2.186 -92.33 1.052 -89.792 0.093 -120.093
0.593 2.263 -92.734 1.059 -89.821 0.097 -119.023
0.628 2.432 -93.73 1.076 -89.932 0.105 -117.369
0.661 2.628 -95.067 1.096 -90.147 0.115 -116.393
0.668 2.676 -95.416 1.101 -90.213 0.118 -116.27
0.676 2.726 -95.802 1.106 -90.29 0.12 -116.18
0.698 2.904 -97.24 1.126 -90.613 0.13 -116.18
0.722 3.128 -99.274 1.151 -91.148 0.142 -116.774
0.736 3.272 -100.717 1.168 -91.573 0.15 -117.451
0.816 4.42 -117.265 1.296 -98.022 0.216 -130.262
0.832 4.675 -123.085 1.318 -100.686 0.232 -135.512
0.855 4.975 -132.793 1.333 -105.343 0.253 -144.525
0.879 5.159 -144.572 1.315 -111.154 0.269 -155.684
0.911 5.13 -161.261 1.23 -119.254 0.276 -171.673
0.917 5.085 -164.736 1.204 -120.861 0.275 -175.016
0.931 4.957 -171.717 1.145 -123.943 0.272 178.26
0.935 4.909 -173.805 1.126 -124.817 0.27 176.246
0.945 4.781 -178.654 1.078 -126.743 0.265 171.573
0.959 4.566 174.546 1.005 -129.129 0.257 165.011
0.979 4.238 166.058 0.905 -131.388 0.243 156.821
1.06 2.842 140.327 0.594 -128.02 0.175 131.926
1.14 1.871 127.936 0.488 -114.925 0.125 119.418
1.222 1.286 122.765 0.463 -105.217 0.094 112.994
1.304 0.933 121.24 0.45 -99.355 0.075 109.146
1.343 0.812 121.245 0.444 -97.25 0.068 107.679
1.422 0.625 122.218 0.427 -93.675 0.058 105.077
1.465 0.548 123.16 0.417 -91.926 0.053 103.776
1.571 0.406 126.386 0.388 -87.75 0.045 100.725
1.745 0.264 133.538 0.336 -80.353 0.036 96.164
1.79 0.239 135.608 0.323 -78.251 0.034 95.119
1.951 0.169 143.603 0.277 -69.81 0.028 91.966
2.094 0.127 151.205 0.24 -61.12 0.025 90.166
2.116 0.122 152.357 0.235 -59.745 0.024 89.979
2.353 0.077 166.183 0.183 -42.536 0.02 89.58
2.618 0.046 -175.882 0.137 -19.681 0.016 92.534
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Table B.10. Response amplitude operators at 15kts in bow seas χ=135deg. Roll
and yaw are normalised to the wave slope, but sway to the wave amplitude.

ω[rad/s] |H2| arg H2[deg] |H4| arg H4[deg] |H6| arg H6[deg]

0.25 1.134 -98.692 0.568 -91.375 0.194 86.722
0.412 1.525 -105.69 0.54 -91.953 0.234 159.498
0.465 1.792 -108.782 0.54 -92.578 0.262 170.055
0.507 2.11 -112.012 0.546 -93.57 0.284 176.94
0.546 2.593 -116.613 0.563 -95.465 0.313 -176.861
0.574 3.115 -121.716 0.585 -97.994 0.344 -172.993
0.593 3.623 -127.068 0.606 -100.944 0.375 -171.038
0.628 5.013 -146.03 0.65 -112.498 0.474 -173.007
0.661 6.105 179.986 0.591 -134.489 0.564 171.585
0.668 6.123 171.398 0.552 -139.885 0.565 167.018
0.676 6.066 162.648 0.505 -145.28 0.56 162.343
0.698 5.391 136.998 0.332 -158.23 0.497 149.493
0.722 4.295 115.634 0.176 -156.117 0.402 141.941
0.736 3.712 106.776 0.126 -141.972 0.355 140.742
0.816 1.718 82.02 0.16 -82.09 0.225 152.298
0.832 1.517 79.659 0.169 -80.563 0.215 155.15
0.855 1.293 76.942 0.176 -79.303 0.203 158.831
0.879 1.108 74.575 0.179 -78.482 0.194 162.337
0.911 0.918 71.947 0.179 -77.714 0.183 166.49
0.917 0.884 71.458 0.178 -77.573 0.181 167.295
0.931 0.821 70.497 0.177 -77.297 0.177 168.882
0.935 0.803 70.215 0.176 -77.214 0.176 169.354
0.945 0.763 69.566 0.175 -77.019 0.173 170.446
0.959 0.708 68.658 0.172 -76.731 0.169 171.988
0.979 0.643 67.505 0.168 -76.336 0.164 173.972
1.06 0.444 63.274 0.144 -74.43 0.144 -178.621
1.14 0.314 59.689 0.116 -71.877 0.125 -172.181
1.222 0.22 56.464 0.085 -68.116 0.105 -166.353
1.304 0.152 53.704 0.056 -62.111 0.086 -161.139
1.343 0.125 52.581 0.044 -57.6 0.077 -158.748
1.422 0.08 50.933 0.022 -39.888 0.058 -153.837
1.465 0.06 50.611 0.014 -16.909 0.049 -150.899
1.571 0.023 54.522 0.014 71.962 0.027 -140.975
1.745 0.008 -170.333 0.02 107.978 0.006 -74.265
1.79 0.011 -161.597 0.019 113.692 0.006 -37.959
1.951 0.01 -153.039 0.008 147.605 0.007 12.666
2.094 0.004 -144.126 0.005 -111.901 0.004 36.338
2.116 0.003 -140.738 0.006 -102.191 0.003 41.757
2.353 0.002 17.082 0.004 -44.504 0.002 -168.646
2.618 0 170.95 0.003 119.574 0 -41.265
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8. K. J. Åström. Introduction to Stochastic Control Theory, volume 70 of Math-
ematics in Science and Engineering. Academic Press, New York, 1970.
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200. M. Serón, J. A. De Doná, and G. C. Goodwin. Global analytical model predic-
tive control with input constraints. In Proc. of the 39th Conference on Decision
and Control, Sydney, Australia, 2000.

201. M.M Serón, J. H. Braslavsky, P.V. Kokotović, and D.Q. Mayne. Feedback
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b-frame, 47
h-frame, 18, 47
n-frame, 45
2D potential theory, 92

actuators, 93
added mass, 69, 79
added-mass forces, 64, 69
angle of attack, 93

effective, 93, 106
anti-rolling tanks, 117
applicability of RRS, 171
aspect ratio, 93
autocorreltation functionx, 31
automatic gain control AGC, 196, 197
autopilot, 5, 221

control problem, 237
control system design, 221, 237
functions, 222
modes, 221
optimal design, 239
wave filter, 233

Bernoulli equation, 20
bilge keels, 116
Bretschneither spectrum, 32

centre of pressure, 95, 101
certainty equivalence, 220
complementary sensitivity transfer

function, 149
constraint

classification, 208
hard, 208

output, 252
soft, 208

constraints
input, 178
variance, 182

continuity equation, 18
control

action, 177, 260
adaptation, 246
certainty equivalent, 220, 256
cheap, 161, 166
command, 177
constrained, 207
fin stabilisers, 251, 256
integrated fin rudder, 263
minimum variance, 162, 166
model predictive, 211, 240
optimal, 161, 256
output-feedback, 238
perfect, 149
problem, 2
rudder roll stabilisation, 221
stability, 217
stochastic LQR, 167
system, 3
variance constrained, 182

Coriolis, 79
course angle, 53
Cummins equation

b-frame, 89
h-frame, 87

damping
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equivalent linear, 252
nonlinear, 253

desired trajectory, 1
disturbance, 2, 6, 17

forecasting, 229
drag, 95

non-dimesional, 96
drift angle, 53
dynamic stall, 99, 251, 260

encounter
angle, 23
frequency, 23
spectrum, 36

equations of motion
b-frame (4DOF), 80
b-frame (6DOF), 79
h-frame, 63
frequency domain, 69

Euler
angles, 49, 51
equation, 19
method, 13

fin, 106
dynamic stall, 255
forces, 107
MPC controller, 256
operational limit, 255
roll arm, 107, 251
stabiliser control, 251
stabilisers, 119
tilt angle, 108

first-order
wave excitation forces , 64
wave excitation potential, 65
wave motion, 59
wave theory, 23

flow
irrotationa, 95
irrotational, 19
potential, 19

fluid
ideal, 19
incompressible, 18
inviscid, 95
viscous, 19

fluid flow velocity vector, 17
fluid particle velocity, 22

foil
angle of attack, 93
dynamic stall, 99
mechanical angle, 97
stall angle, 97

free surface, 18
Froude number, 92
Froude-Kriloff forces, 64, 65
fully developed sea, 31

gain scheduling, 196
guidance system, 3
gyroscopes, 116

heading angle, 53
hydraulic machinery, 108

model, 108
time constant, 108

hydrodynamic
derivatives, 83
reference frame, 18
vector of forces, 63, 64

hydrostatic forces, 64, 65

inertia
moment, 63
product, 63
tensor, 63

ITTC spectrum, 33

Kalman filter, 234, 254, 265, 266
algorithm, 269
implementation, 271
optimality, 268
parameter estimation, 230
steady state, 270
tuning, 270

kinematic transformation
b- to h-frame, 55, 57
b- to n-frame, 54, 55

kinematics, 45, 59
kinetics, 45, 59

lateral centre of gravity (LCG), 102
lateral force estimator, 135, 136
lift, 94

non-dimesional, 96
lift-drag characteristic, 96
long-crested sea, 32
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low-frequency motion, 1

manoeuvring, 48
coordinates, 49
hydrodynamics, 82
state-space model, 83, 85
theory, 79

material derivative, 18
model

for fin stabilizer control design, 252
control design, 6, 225
control to motion, 226, 253
discrete-time, 12
high fidelity, 6
Laplace transformed, 10
linear time invariant (LTI), 10
mathematical, 5
state space, 8
wave-induced motion, 228, 254

motion induced interruption, 135, 138
motion sickness incidence, 135, 140

navigation system, 3
non-minimum phase, 145

dynamics, 145, 150, 175
zero, 150, 251

observer, 233, 265
estimation error, 265

order of the system, 9

parameter estimation, 229
percentage time operable PTO, 127,

130
Pierson-Moskowitz spectrum, 33
potential damping, 69
potential-damping forces, 64
preading function, 37
propeller, 104

advance velocity, 105
momentum theory, 104

pseudo-spectrum, 71

quadratic programme, 216, 241, 242,
257, 258

radiation forces, 64
RAO

force, 59, 66, 67
motion, 59, 67, 69

Rayleigh pdf, 28, 129
reference frame

hydrosynamic, 47
reference frame

body-fixed, 47
notrh-east-down, 45

restoring
coefficients, 65
forces, 64

retardation functions, 88
rigid-body mass matrix, 63
roll

damping, 113
double significant amplitude, 128
natural frequency, 153
non-dimensional damping, 153
RMS, 128
single significant amplitude, 128
stabilisation, 114
stabilisation techniques, 115
stabiliser, 114
variance, 128

roll reduction
at resonance RRR, 127
occurrence RRO, 127, 128
statistics RSE, 127
statistics RSR, 128

rotation matrix, 53
RRS, see rudder roll stabilisation
rudder, 102

forces, 103
roll arm, 103, 251
roll stabilisation, 5, 120

sailing conditions, 25
sampling period, 12, 13
saturation, 177

magnitude, 108
rate, 108

screw transformation, 56
sea state, 30
seakeeping, 48

analysis, 131
coordinates, 50, 51
operability diagrams, 133, 134
theory, 50, 62
time domain model b-frame, 89
time domain model h-frame, 86

sensitivity
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integrals, 155
transfer function, 149

shaping filter, 34
ship motion spectra, 71
ship motion time-series, 73
short crested sea, 36
significant wave height, 29
skew-symmetric matrix, 48
spectral broadness, 28
spectral factorisation, 269
spectral moments, 27
spectrum

broad banded, 28
spectum

narrow banded, 28
stabiliser, see roll stabiliser
stall angle, 97
state estimation, 265
state variables, 8
state vector, 8
statistics

of wave period, 27
statistics of maxima, 27
statistics of ship motion, 71
stochastic linearisation, 252
strip theory, 92

thrust deduction, 106
trade-off, 149, 159

roll reduction vs. yaw interference,
165

uncertainty, 223
under-actuated system, 223
unified manoeuvring and seakeeping

model, 91

velocity of advance, 105
velocity transformation, 53
viscous effects, 64, 252

wake fraction, 106
wave

-induced particle velocity, 22, 255
amplitude, 21
average period, 27
celerity, 21
crest period, 27
diffraction forces, 64
dispersion relationship, 22
filtering, 233, 252
first-order theory, 23
frequency, 21
height, 21
irregular, 25
length, 21
linear theory, 23
long-term statistics, 38
number, 22
period statistics, 27
regular, 20
second-order theory, 23
short-term statistics, 39
significant height, 29
slope, 26
slope spectrum, 26
spectrum, 26
zero-crossing period, 27

wave diffraction forces, 65
wave load spectrum, 67
wave-excitation potential, 64
wave-frequency motion, 1

zero-order hold, 13, 228, 229, 254



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e00640065002f007000640066002f000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [2834.646 2834.646]
>> setpagedevice




